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Introduction

This chapter includes the following topics:

About NetBackup for VMware

Updates to this guide for NetBackup 8.0

About the virtual machine backups that include database data
About the NetBackup appliance as a VMware backup host
NetBackup for VMware components

Appliance as backup host: component overview

Media servers as backup or discovery hosts

Overview of the VMware backup process

NetBackup for VMware license requirement

NetBackup for VMware terminology

About NetBackup for VMware

NetBackup for VMware provides backup and restore of the VMware virtual machines
that run on VMware ESX servers. NetBackup for VMware takes advantage of
VMware vStorage APIs for data protection. The backup process is off-loaded from

the ESX server to a VMware backup host.

NetBackup for VMware does the following:

Performs off-host backup of virtual machines (NetBackup client software is not
required on the virtual machine). Off-host backup reduces the backup processing

load on the VMware host.



Introduction
Updates to this guide for NetBackup 8.0

Increases the backup speed as compared to standard file-order backup methods,
if the virtual machine is heavily populated with small files.

Automatically creates quiesced snapshots using VSS (Windows only). Creates
the quiesced snapshots on Linux if the SYMCquiesce utility is installed.

Uses snapshot technology to keep virtual machines 100% available to users.
Supports VMware vSphere and vCloud Director.

Performs full backups and incremental backups, including block-level
incrementals.

Backs up the full virtual machine.
Backs up the virtual machines even when they are turned off.

Can restore selected files from the backup.

Updates to this guide for NetBackup 8.0

The following features are new in NetBackup 8.0:

The NetBackup 7.7.3 release included support for restoring individual VMware
virtual machine disks to a new VM. In this release, Veritas extends the support
as follows:

= Support for restore of individual virtual machine disks to an existing VM.

= Provides a Perl script that can help you automate your individual virtual
machine disk restore solutions.
See “About VMware virtual machine disk restore” on page 175.

About the virtual machine backups that include
database data

When NetBackup backs up a VMware virtual machine, database data in the virtual
machine is backed up with the rest of the virtual machine. NetBackup allows the
recovery of individual database files from the backup. This feature supports Microsoft
Exchange Server, SQL Server, and SharePoint Server.

Note the following:

To enable restore of individual database files, a NetBackup Windows client must
be installed in the virtual machine during the backup.

NetBackup uses Windows Volume Shadow Copy Service (VSS) to quiesce the
database before it creates a snapshot of the virtual machine.

14
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About the NetBackup appliance as a VMware backup host

= A full backup is performed of the database data with each backup job, even if
the policy schedule is incremental.

See “Application protection options (VMware)” on page 67.

About the NetBackup appliance as a VMware
backup host

The NetBackup appliance uses the VMware policy type to back up VMware virtual
machines.

The following topics contain notes on the appliance as the backup host:

= For an overview of the appliance as backup host in a virtual environment:
See “Appliance as backup host: component overview” on page 18.

= For configuration tasks:
See “Overview of VMware tasks” on page 25.
See “Overview of NetBackup tasks” on page 26.

= For a list of requirements and limitations:
See “Notes on the NetBackup appliance as a VMware backup host” on page 37.

= Forlog files:
See “NetBackup logging for VMware” on page 258.

NetBackup for VMware components

Table 1-1 describes the components that NetBackup for VMware uses.
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NetBackup for VMware components

Table 1-1 Components of NetBackup for VMware

Component

Description

Backup host

NetBackup for VMware uses a special host that is called a VMware backup host (formerly called
the VMware backup proxy server). The backup host is a NetBackup client that performs backups
on behalf of the virtual machines. The backup host must have access to the datastores of the
virtual machines.

The backup host is the only host on which NetBackup client software is installed. No NetBackup
client software is required on the VMware virtual machines.

Note that the backup host is referred to as the recovery host when it performs a restore.
The backup host can be configured in any of the following ways:

= As a NetBackup client (Windows or Linux) with a connection to separate master and media
servers. The master servers and media servers can be Windows, UNIX, or Linux.

= As a NetBackup client that is installed on the media server (see Backup media server).

= The NetBackup client and master and media server can all reside on the same host (Windows
or Linux).
For a list of supported platforms for the backup host, see the NetBackup Enterprise Server
and Server OS Software Compatibility List available from the following location:
NetBackup Master Compatibility List

Discovery host

Used for the automatic selection of virtual machines for backup. This host discovers virtual
machines and filters them by means of the selection rules in the policy Query Builder. The
resulting list determines which virtual machines are backed up.

The discovery host can be on any platform that NetBackup supports for master or media servers.
It can also be the same host as the backup host.

You specify this host on the policy Clients tab: Click Select automatically through VMware
Intelligent Policy query, then NetBackup host to perform automatic virtual machine
selection.

Backup media server

A media server that can operate as the backup host.

See “Media servers as backup or discovery hosts” on page 19.

NetBackup client

Installed on the backup host.

NetBackup master
server

Manages the backups of virtual machines, by means of the NetBackup client that is installed
on the backup host.

NetBackup media
server

Performs the backups to storage on behalf of the NetBackup client.

Virtual machine

Virtual machines provide complete guest operating systems on virtualized hardware. In a
NetBackup policy, a virtual machine is configured as a NetBackup client, even though NetBackup
client software is not installed on the virtual machine.

16
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Introduction
NetBackup for VMware components

Table 1-1 Components of NetBackup for VMware (continued)
Component Description
ESX server The VMware ESX server presents a virtualized hardware environment to multiple virtual

machines; each virtual machine runs an independent operating system. Users can run
applications in the virtualized OS as if the OS was installed in its own physical computer.

vCenter Server The VMware vCenter Server (or VirtualCenter server) coordinates multiple ESX servers and
workloads. It can migrate virtual machines from one ESX server to another. It also provides the
ability to back up the virtual machines that are turned off.

The vCenter Server is optional in the NetBackup for VMware environment.

Figure 1-1 shows a NetBackup for VMware environment on a local network. The
backup host accesses the VMware datastore through the ESX servers.

Figure 1-1 NetBackup for VMware: components on local network

NetBackup master server
UNIX, Linux, or Windows
LAN / WAN

vCenter
server

NetBackup media server
UNIX, Linux, or Windows

ESX
Backup host servers D
NetBackup Windows or Linux

client. Can be combined with a
master or media server. VMware

Virtual machines datastore

OO
OO

Figure 1-2 shows a NetBackup for VMware environment on a SAN. The backup
host accesses the VMware datastore directly over the SAN.
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Appliance as backup host: component overview

Figure 1-2 NetBackup for VMware: components on SAN
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Appliance as backup host: component overview

As Figure 1-3 shows, the appliance can operate as the VMware backup host. A
separate Windows backup host is not required.

The appliance as backup host can also run the NetBackup media server and master
server.

Figure 1-3 NetBackup for VMware with appliance as backup host
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The NetBackup environment can also be on a SAN:
See Figure 1-2 on page 18.
Further information is available on the appliance as backup host:

See “Notes on the NetBackup appliance as a VMware backup host” on page 37.

Media servers as backup or discovery hosts

NetBackup for VMware uses a special host that is called a VMware backup host.
The backup host is a NetBackup client that performs off-host backups of the virtual
machines. The backup host must have access to the datastores of the virtual
machines. The backup host reads the data from the datastore and sends it over
the network to the media server. The media server backs up the data to storage.

NetBackup also uses a discovery host. For the policies that automatically select
virtual machines, the discovery host filters virtual machines according to the rules
in the policy Query Builder. The discovery host returns a list of virtual machines to
be selected for backup.

NetBackup can use media servers as backup hosts and as discovery hosts.

Media servers acting as backup or discovery hosts can provide the following
advantages:

» Host redundancy: If one media server goes down, another media server takes
over.

s Faster backup: The media server can read the data from the datastore and send
the data straight to the storage device. Without media server access to storage
devices, an ordinary backup host must send the backup data over the local
network to the media server.

Figure 1-4 shows a group of media servers that can also act as backup or discovery
hosts. The media servers can discover virtual machines for automatic selection,
and perform off-host backups and send the backup data directly to storage.
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Figure 1-4 Backup media servers
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You can combine the flexibility of backup media servers with a standard feature of
NetBackup: storage unit groups. Create a storage unit group that contains the
storage units that your media servers can access. Any of the media servers can
operate as a backup host.

Note the following requirements:

= To configure media servers as backup hosts: Set the policy VMware backup
host field on the VMware tab to Backup Media Server.
See “VMware backup host” on page 61.

= To configure media servers as discovery hosts: Set the policy NetBackup host
to perform automatic virtual machine selection field on the Clients tab to
Backup Media Server.
See “Options for selecting VMware virtual machines” on page 95.

Overview of the VMware backup process

The following table describes the phases in the NetBackup backup process.

Table 1-2 NetBackup backup process

Phase Description

Phase 1 The NetBackup master server initiates the backup.
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NetBackup backup process (continued)

Phase

Description

Phase 2

The NetBackup client on the VMware backup host initiates a VMware
snapshot on the virtual machine.

Phase 3

Windows: VSS synchronizes the file system on the virtual machine.

Linux: The SYMCquiesce utility can quiesce the file system on supported
Linux operating systems.

See “About the SYMCquiesce utility” on page 351.

Phase 4

The VMware server creates a snapshot on the virtual disk datastore.

Phase 5

The NetBackup client reads the snapshot from the datastores and writes
the data to the NetBackup storage unit.

NetBackup for VMware license requirement

NetBackup for VMware requires an Enterprise Client license for each ESX Server.

To protect an application or database, note: an additional license for the appropriate

NetBackup package is needed for each ESX server that hosts the application or

database.

NetBackup for VMware terminology

Table 1-3 lists the terminology that is used in NetBackup for VMware.

For further explanations of VMware terminology, refer to your VMware
documentation.
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Table 1-3 NetBackup for VMware terms

Term

Definition

backup host

The backup host is a NetBackup client that performs backups on
behalf of the virtual machines. (This host was formerly known as
the VMware backup proxy server.) The backup host is the only host
on which NetBackup client software is installed.

As an option, the backup host can also be configured as a
NetBackup master server or media server.

The backup host is referred to as the recovery host when it performs
a restore.

See “NetBackup for VMware components” on page 15.

backup media server

A media server that operates as a backup host.

datastore

In NetBackup for VMware, the datastore is a disk that contains the
virtual machines files.

datastore cluster

A collection of datastores that can be managed as a single unit.
VMware Storage DRS manages the storage resources of the
cluster.

discovery host

Discovers the virtual machines, filters them by the rules in the Query
Builder, and returns a list of virtual machines to be selected for
backup. The discovery host is used only for automatic selection of
virtual machines.

Can be the same host as the VMware backup host.

See “NetBackup for VMware components” on page 15.

guest OS An operating system that runs on a virtual machine.

hotadd The backup or restore transport mode when the backup host is
installed in a virtual machine.

hypervisor A software virtualization layer that lets different operating systems

run simultaneously on the same physical computer. The VMware
hypervisor is vSphere, which runs on the ESX server host.
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Table 1-3 NetBackup for VMware terms (continued)
Term Definition
independent disk A virtual disk that cannot be captured with a snapshot. An

independent disk can be configured as either persistent or
temporary.

Note: NetBackup for VMware cannot back up the data on an
independent disk. The backup succeeds but the backup image
contains no data for the independent disk. If you restore the disk
from the backup, the independent disk is restored to its original
allocation size but contains no data. For example, the Windows
swap file can reside on an independent disk, and is consequently
not included in the virtual machine backup.

To back up the data on an independent disk, install a NetBackup
client on the virtual machine.

See “NetBackup for VMware: notes and restrictions” on page 29.

query

The combination of rules in the policy's Query Builder, by which
NetBackup selects virtual machines for backup. A query consists
of one or more rules.

Query Builder

For creating filtering rules for automatic selection of virtual machines
for backup. The Query Builder is on the Clients tab of the
NetBackup policy.

query rule

A single statement in a query, by which NetBackup selects virtual
machines for backup.

An example of a query rule is: Displayname Contains

"finance"

Raw device mapping
(RDM)

Allows a virtual machine to directly access physical disks (on Fibre
Channel or iSCSI). RDM allows the OS and applications in the
virtual machine to have pass-thru access to raw devices.

NetBackup for VMware cannot back up an RDM disk. NetBackup
client software must be installed in the virtual machine.

See “About VMware raw device mapping (RDM)” on page 346.

recovery host

See backup host.

transport mode

Determines how the snapshot data travels between the VMware
datastore and the backup host.

See “Transport modes options (VMware)” on page 66.
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NetBackup for VMware terms (continued)

Term

Definition

virtual machine

An execution environment that the hypervisor creates for the
computer hardware. The resulting virtualized environment allows
different operating systems to run simultaneously on the same
physical computer.

virtual network

A logical network that allows the exchange of data between virtual
machines. A virtual network uses a virtual switch (VMware vSwitch).
A virtual network can be connected to a physical network.

vmdk file

In a VMware ESX server, one or more vmdk files make up the disk
image or virtual drive in a virtual machine. The . vmdk files contain
the operating system, applications, and data in the virtual machine.

VMware Tools

Installed inside each VMware virtual machine. Enhances the virtual
machine performance and adds backup-related functionality.

vmx datastore

Sometimes called the vmx directory or configuration datastore.
Contains the configuration files that describe the virtual machine,
such as vmx files. During a backup of a virtual machine snapshot,
vmdk writes are also cached on this datastore. Note that a separate
vmx datastore is not a VMware requirement.

vStorage

VMware vStorage APIls enable data protection features for more
efficient use of storage capacity. NetBackup can use vStorage to
back up the latest vSphere environments as well as to back up
earlier VMware environments.
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This chapter includes the following topics:

s Overview of VMware tasks

= Overview of NetBackup tasks

Overview of VMware tasks

The VMware components including ESX servers and virtual machines must be set
up before you configure NetBackup. Table 2-1 briefly describes these
VMware-specific tasks; further assistance with these tasks may be found in your
VMware documentation.

Table 2-1

VMware tasks

Sequence

Tasks

Phase 1

Optional: To use the SAN transport type, set up the datastore on Fibre
Channel or iSCSI. In this configuration, the VMware backup host must be
able to access the datastore over the SAN.

Phase 2

Install the VMware ESX server and virtual machines.

Phase 3

Install VMware Tools on the virtual machines that you plan to back up.

Phase 4

Optional: install a vCenter (or VirtualCenter) server.

Notes:

= Ensure that the hardware and the SAN are configured properly. The VMware
datastore where the target virtual machine files exist must be accessible to the
VMware backup host.
Note: A SAN connection between the backup host and the datastore is optional
if you use the NBD transfer type or NBDSSL transfer type.
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= VMware has specific hardware and configuration requirements. VMware SAN

requirements can be found in the appropriate VMware SAN Configuration guide.

= VMware requires that ESX server names resolve to an |P address. Veritas highly
recommends the use of DNS for the naming resolution among VMware servers.

For DNS configuration instructions for VMware servers, please refer to the
following VMware site:
VMware vSphere Online Library

Overview of NetBackup tasks

Table 2-2 lists the NetBackup configuration tasks for VMware. These tasks are
described in other NetBackup topics and guides, as indicated.

Table 2-2

NetBackup tasks

Sequence

Tasks

Phase 1

Install the NetBackup master server and media server.
See the NetBackup Installation Guide.

Veritas recommends that the NetBackup media server and the VMware
backup host be installed on the same host.

Phase 2

Install the NetBackup Enterprise Client license on the master server, and
install NetBackup client software on the VMware backup host.

Phase 3

Add the VMware backup host to your NetBackup configuration.
See “Adding the VMware backup host to NetBackup” on page 45.

Note: This step is not required on the appliance: the backup host is already
installed on the appliance.

Phase 4

Enter NetBackup access credentials as needed: for VMware vCenter, for
vCloud Director, and for individual ESX servers.

See “Adding NetBackup credentials for VMware” on page 46.

Note: The NetBackup master server must have network access to the
VMware servers that NetBackup has credentials for.

Phase 5

Create a NetBackup policy for VMware.

See “Configuring a VMware policy from the Policies utility” on page 57.
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Table 2-2 NetBackup tasks (continued)

Sequence |Tasks

Phase 6 Perform a backup or restore.
See “Backing up virtual machines” on page 132.
See “Restoring individual files” on page 195.

See “Restoring the full VMware virtual machine” on page 160.

Phase 7 Recheck the configuration.
See “NetBackup for VMware best practices” on page 251.

See “Notes on troubleshooting NetBackup for VMware” on page 256.




Notes and prerequisites

This chapter includes the following topics:

= NetBackup for VMware prerequisites

= NetBackup for VMware: notes and restrictions

= Notes on VMware Virtual Volumes (VVols)

= NetBackup IPv6 parameter required for backups in VMware IPv6 environments
= NetBackup for VMware: notes on Linux virtual machines

= Notes on the NetBackup appliance as a VMware backup host

» NetBackup for VMware support for SAN multi-pathing

= NetBackup for VMware support for fault tolerant VMs

= NetBackup character restrictions for virtual machine display names and other
vSphere objects

= In the policy Query Builder, display names, resource pool names, and vApp
names are case-sensitive

= Notes on the hotadd transport mode
= Notes and limitations for tag usage in VMware Intelligent Policy queries

= Notes and limitations for the backup and restore of VMware tag associations

NetBackup for VMware prerequisites

The following prerequisites apply to NetBackup for VMware:

= The VMware components including ESX servers and virtual machines must be
set up before you configure NetBackup.
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See “Overview of VMware tasks” on page 25.

The VMware backup host must run on Windows or Linux. The supported
hardware types are the same as for any NetBackup client. For the supported
platforms for the backup host, see the NetBackup Enterprise Server and Server
OS Software Compatibility List available from the following location:
NetBackup Master Compatibility List

To use the hotadd transfer type for backup or restore, the VMware backup or
restore host is installed in a virtual machine.
See “Notes on the hotadd transport mode” on page 41.

NetBackup for VMware: notes and restrictions

Note the following about NetBackup for VMware:

For information on supported VMware versions and on supported platforms for
the backup host, see the NetBackup Enterprise Server and Server OS Software
Compeatibility List available from the following location:

NetBackup Master Compatibility List

For additional support information on NetBackup for VMware, see Support for
NetBackup in virtual environments:

http://www.veritas.com/docs/000006177

NetBackup for VMware does not support the Retain snapshot for Instant
Recovery or SLP ... option on the policy Attributes tab of the Administration
Console.

NetBackup supports these features as follows:

= For Instant Recovery, use the nbrestorevm command.
See “About Instant Recovery for VMware” on page 207.

= For SLP management of snapshots, use Replication Director.
For more information, see the NetBackup Replication Director Solutions
Guide.

NetBackup allows up to 31 snapshots per virtual machine. If the virtual machine
has more than 31 snapshots, the backup may fail with status 13. Messages
similar to the following appear in the NetBackup job details:

10/18/2012 4:56:59 PM - Critical bpbrm(pid=4604)from client
Umesh w2k3 hypervm33: FTL - vSphere freeze: Unable to remove
existing snapshot, too many existing snapshots (91).

10/18/2012 4:56:59 PM - Critical bpbrm(pid=4604) from client
Umesh w2k3 hypervm33: FTL - VMware freeze: VIXAPI freeze

(VMware snapshot) failed with 26: SYM VMC REMOVE_ SNAPSHOT FAILED


https://www.veritas.com/support/en_US/article.TECH59978
https://www.veritas.com/support/en_US/article.TECH59978
http://www.veritas.com/docs/000006177
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As a reminder to consolidate or delete snapshots, the NetBackup detailed status
provides the following message when the number of snapshots exceeds 15:

Umesh w2k3 hypervm33: WRN - vSphere freeze: VM has 16 existing

snapshots. Snapshots may start failing if this number exceeds 32

To back up a virtual machine that has more than 31 snapshots, consolidate or
delete the existing snapshots. Then rerun the backup.

Note: Replication Director backups allow more than 31 snapshots per virtual
machine.

If the number of snapshot delta files for a VM's vmdk exceeds 32, snapshot
creation fails. A message similar to the following appears in the NetBackup
detailed status:

Umesh w2k3 hypervm33: FTL - vSphere freeze: Unable to

proceed with snapshot creation, too many existing delta files(50).

As a reminder to consolidate or delete snapshots, the NetBackup detailed status
provides the following message when a vmdk's delta files exceed 16:

Umesh 23k3 hypervm33: WRN - vSphere freeze: VM has 17 existing
delta files for vmdk Umesh 23k3 hypervm33.vmdk. Snapshots may start

failing if this number exceeds 31

Delta files can accumulate if the VM's snapshots are not deleted or consolidated.
Consolidate or delete the existing snapshots, then rerun the backup.

NetBackup for VMware cannot back up the data on an independent disk, because
an independent disk cannot be captured with a snapshot. The backup succeeds
but the backup image contains no data for the independent disk.

To back up the data on an independent disk, install a NetBackup client on the
virtual machine. You can configure NetBackup to back up the virtual machine
and any independent disks as if the client was installed on a physical host. You
can restore the virtual machine and then restore the independent disk as a
separate job.

NetBackup for VMware does not back up standard iSCSI LUNSs that are
connected to the virtual machine. If the virtual machine has an iSCSI LUN, the
backup succeeds but the drive that represents the LUN is not backed up.
Note: NetBackup for VMware supports datastores over iSCSI.

Several notes and limitations apply to Linux virtual machines.
See “NetBackup for VMware: notes on Linux virtual machines” on page 35.
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If a Windows virtual machine includes Veritas Storage Foundation volumes, the
Enable file recovery from VM backup option is not supported.

See “Storage Foundation Volume Manager volumes in the virtual machine”

on page 85.

During an incremental backup with the Enable file recovery from VM backup
option (with or without block-level incremental backup), any files that had been
moved or renamed are not backed up. Those files are not available when you
browse to restore individual files from that incremental backup.

Note: When you restore the entire VM from a block-level incremental backup,
the file metadata is updated and the moved or renamed files reflect the updated
metadata.

VMware virtual machine templates are for cloning virtual machines: They cannot
be turned on and used as functioning VMs. As a result, VMware has imposed
the following restrictions on backup and restore of virtual machine templates:

= A virtual machine template cannot be captured in a snapshot. NetBackup
backs up the template to the designated storage unit.

= Block level incremental backup (BLIB) cannot be used when backing up a
virtual machine template.

Note: As a result of this restriction, NetBackup Accelerator cannot be used
to back up VMware virtual machine templates.

= A virtual machine template cannot be backed up over a SAN. You must
configure the NetBackup policy to use a local network transfer type, such
as nbd. Likewise, the restore of a template must be conducted over a local
network.

Note: You can use the Query Builder in the NetBackup policy to create rules
for automatic selection of virtual machine templates.

VMware does not support non-ASCI| characters in virtual machine display names
or in other objects that are associated with the virtual machine. (Examples are
annotations, floppy image name, parallel port or serial port file name, and
CD-ROM ISO name.) Note that the same character restrictions also apply when
creating vCloud Director objects.
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For VMware's list of the special characters that may cause issues, see the
following VMware article:

Troubleshooting issues with virtual machines or datastore names containing
special characters (2046088)

http://kb.vmware.com/kb/2046088

For a list of objects that VMware does not support with non-ASCII characters,
see the following VMware article:

Troubleshooting errors resulting from non-ASCII names (1003866)
http://kb.vmware.com/kb/1003866

In keeping with VMware’s position, NetBackup does not support non-ASCI|
characters in display names or in other vSphere objects. Veritas recommends
that you follow VMware's guidelines in naming vSphere objects.

In addition, NetBackup has its own restrictions on characters in display names.
See “NetBackup character restrictions for virtual machine display names and
other vSphere objects” on page 39.

Note: If the virtual machine display name contains non-ASCII characters, the
backup may succeed but the restore fails. To restore the virtual machine,
configure a restore to an alternate location. On the Recovery Options dialog,
change the display name to contain ASCII characters only.

For dual-boot virtual machines, NetBackup does not support the following policy
options:

= Enable file recovery from VM backup

= Exclude deleted blocks

= Exclude swap and paging files

= Exclude boot disk (Advanced)

= Exclude data disks (Advanced)

NetBackup for VMware does not support the display names that end in a period.

If the policy's Primary VM identifier option is VM display name, any VM with
a period at the end of the name is not backed up.

To back up a virtual machine while Storage vMotion migrates its files, NetBackup
must conduct the backup through the vCenter server.

See “Conflict between NetBackup and VMware Storage vMotion with vSphere
5.0 or later” on page 274.

Several notes and limitations apply to the automatic selection of virtual machines
for backup (Virtual Machine Intelligent Policy).
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See “NetBackup requirements for automatic virtual machine selection”
on page 92.

For hotadd backup or restore: The virtual machine to back up (or restore) and
the virtual machine that contains the hotadd backup host must reside in the
same VMware data center.

See “Notes on the hotadd transport mode” on page 41.

NetBackup for VMware supports Windows NTFS file encryption and compression,
for backup and restore. However, NetBackup for VMware does not support
NetBackup’s compression or encryption options (in the NetBackup policy
attributes).

For Windows, UNIX, or Linux guest operating systems: NetBackup for VMware
does not support any type of compression or encryption, whether they are set
in NetBackup or in the guest OS (such as BitLocker).

Note: The compressed Windows NTFS files are backed up and restored as
compressed files.

Storage optimization cannot be used if a snapshot exists on the virtual machine
when VMware Changed Block Tracking is turned on.
See “About reducing the size of VMware backups” on page 128.

If the policy's Primary VM identifier option is set to VM hostname, note:
NetBackup cannot select a VMware virtual machine for backup if it cannot obtain
an IP address for the virtual machine.

For Exchange, SharePoint, and SQL applications, NetBackup for VMware
supports Granular Recovery Technology (GRT) restores from full backups only.

Exchange, SharePoint, and SQL Server databases are not cataloged and backed
up if they exist in mount point volumes.

See “Restore notes and restrictions” on page 154.

If a policy is changed from manual selection to Intelligent policy (or vice versa),
the next backup of the VM is a regular full backup, even if a backup already
exists for that VM.

For example:

= In anew VMware policy, the Select manually option on the Clients tab is
used to select a VM. The first backup from the policy runs.

= In the policy, an Intelligent Policy query is used to select the same VM, and
the VM is backed up a second time. Because of the switch from manual
selection to query-based selection, this second backup is a regular full
backup. Note that for a policy that uses Enable block-level incremental
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backup (BLIB) or BLIB plus Accelerator, the backup processing is not limited
to changed blocks only.

For the second backup, the Detailed status log includes a message similar
to the following:

There is no complete backup image match, a regular full backup
will be performed.

The same backup behavior occurs if the policy’s VM selection is switched from
query-based to manual selection: The second backup is a regular full backup.

Notes on VMware Virtual Volumes (VVols)

NetBackup supports backup and restore of the virtual machines that are configured
on Virtual Volumes (VVols). VVols are a new storage virtualization feature in vSphere
6.0. Support for VVols began at NetBackup 7.7.

Configuring backup and restore of virtual machines with VVols is the same as for
virtual machines without VVols, with these exceptions:

For backup or restore of VMs on VVol datastores, NetBackup supports the
following transport modes: nbd, nbdssl, hotadd. Due to a VMware VDDK
limitation, SAN transport is not supported.

To restore a virtual machine with the hotadd transport mode: VMware requires
that the virtual machine and the restore host virtual machine reside on the same
VVol datastore. Otherwise, the restore must use a different transport mode (not
hotadd).

For a restore to standard (non-VVol) datastores, the NetBackup job creates a
vSphere snapshot of the virtual machine while NetBackup restores the data.
Note: For a restore to a VVol datastore, NetBackup restores the data to the
virtual machine without creating a vSphere snapshot.

For additional notes on NetBackup support for vSphere 6.0, see the following
Veritas document:
Support for NetBackup in virtual environments

When troubleshooting backups of virtual machines on VVols, note the following:

Each NetBackup snapshot job creates a vSphere snapshot of the virtual machine.
Licensing requirements for vSphere snapshots vary from one type of VVol
storage to another, depending on the array vendor. Ensure that you have the
required snapshot license from the array vendor; otherwise, snapshot creation
may fail.


http://www.veritas.com/docs/000006177
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= To investigate snapshot failures, check the storage array’s VASA provider logs
as well as the vSphere error messages. (VASA is vSphere API for Storage
Awareness.)

= If the vSphere snapshot fails because of insufficient space in VVol storage,
consult the storage array documentation. Space requirements vary from one
array vendor to another.

For information on VVols, see the following VMware documentation:
s Virtual Volumes
= The VMware guide vSphere Storage ESXi 6.0

s The VMware vSphere 6.0 Documentation Center

NetBackup IPv6 parameter required for backups
in VMware IPv6 environments

For backups and restores of VMware virtual machines in an IPv6 environment, you
must configure the IPv6 support on the following NetBackup hosts:

= The master server
= The backup host

The Both IPv4 and IPv6 option of the IP Address Family Support host property
configures IPv6 support. The IP Address Family Support host property is on the
Network Settings host properties dialog box.

If the NetBackup master server and the backup host are the same host, configure
the support on that host only. If the NetBackup master server and the backup host
are separate hosts, configure the support on each host.

For more information about the IP Address Family Support host property, see
the NetBackup Administrator's Guide, Volume I.

http://www.veritas.com/docs/DOC5332

NetBackup for VMware: notes on Linux virtual
machines

The following notes apply to virtual machines with Linux guest operating systems:

= NetBackup cannot exclude unused or deleted blocks from the backup if the
virtual machine is configured with software RAID volumes. The policy's Exclude
deleted blocks option is not supported.


http://www.vmware.com/products/vsphere/features/virtual-volumes
http://pubs.vmware.com/vsphere-60/index.jsp
http://www.veritas.com/docs/DOC5332
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On Linux virtual machines, NetBackup requires a special utility (SYMCquiesce)
to quiesce the file system in preparation for taking the snapshot. Without
SYMCquiesce, NetBackup cannot guarantee that data in the file systemisin a
consistent state when the snapshot occurs.

See “About the SYMCquiesce utility” on page 351.

See “Installing the SYMCquiesce utility” on page 353.

For the Linux virtual machines that do not have the SYMCquiesce utility: To
guarantee that the file system is consistent at the time of backup, consider
turning off the virtual machine before the backup. When the virtual machine is
turned off, data buffers are flushed to disk and the file system is consistent.
For a description of file system quiesce, see the NetBackup Snapshot Client
Administrator's Guide.

Unmounted LVM2 volumes must start with /dev

If the path of an unmounted LVM2 volume does not start with /dev, the backup
of the virtual machine fails. Note: The path of the volume is set with the dir
parameter on the LVM volume configuration file. An example of this configuration
file is /etc/lvm/lvm.conf.

For Linux files or directories, NetBackup for VMware has the same path name
restriction as NetBackup on a Linux physical host. Files or directories with path
names longer than 1023 characters cannot be individually backed up or restored.
Such files can be restored when you restore the entire virtual machine from a
full virtual machine backup.

The Linux ext4 file system includes a persistent pre-allocation feature, to
guarantee disk space for files without padding the allocated space with zeros.
When NetBackup restores a pre-allocated file (to any supported ext file system),
the file loses its preallocation and is restored as a sparse file. The restored file
is only as large as the last byte that was written to the original file. Subsequent
writes to the restored file may be non-contiguous.

Note: The restored file contains all of its original data.

The NetBackup policy’s Enable file recovery from VM backup option is not
supported for the disks inside a Linux guest OS that are configured as follows:

= The disks are divided into logical volumes by means of the Linux Logical
Volume Manager (LVM), and

= The LVM volumes were created with thin-provisioning.

See “Restore notes and restrictions on Linux” on page 158.
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Notes on the NetBackup appliance as a VMware
backup host

Note the following requirements and limitations for the appliance as the backup
host:

= The appliance must be version 2.5 or later. If the master server is on a separate
host (not on the backup host), the master server must use NetBackup 7.5.0.1
or later.

= On the host that runs the NetBackup Administration Console or the Backup,
Archive, and Restore interface, NetBackup must be at 7.5.0.1 or later.

= You must use the VMware policy type.

= The appliance supports iISCSI connections. Refer to the NetBackup Appliance
iSCSI Guide for more information.

NetBackup for VMware support for SAN
multi-pathing

NetBackup for VMware on Windows supports dynamic multi-pathing (DMP) between
the vSphere ESXi storage and the NetBackup for VMware agent (Windows backup
host). Dynamic multi-pathing can provide SAN 1/O high-availability and improved
backup throughput.

For NetBackup for VMware on a Linux backup host, the following items describe
the support for dynamic multi-pathing in a SAN environment:

NetBackup The NetBackup appliance (beginning with the 2.6.0.2 release) supports
appliance SAN dynamic multi-pathing for VMware backups. I/O is redirected
through the volume manager dynamic multi-pathing node.

For more information, see the NetBackup Appliance Administrator's
Guide for version 2.6.0.2 and later:

http://www.veritas.com/docs/DOC2792
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Non-appliance NetBackup supports backups and restores for multi-pathing under the
Linux host following conditions:

The virtual disk SAN transport whitelist specifies the device node
paths that you want to use for multipathing. The virtual disk
vixDiskLib.transport.san.whitelist APIfunction defines
the whitelist. For NetBackup purposes, Veritas recommends that
you include the DMP nodes in the whitelist; the following is an
example:

vixDiskLib.transport.san.whitelist = /dev/vx/dmp/
hitachi usp-v0_00a0,/dev/vx/dmp/hitachi_ usp-v0_00
a0sl, /dev/vx/dmp/hitachi usp-v0 00a0s2,/dev/vx/dm
p/hitachi usp-v0 00a0s3, /dev/vx/dmp/hitachi usp-v
0_00a0s4,/dev/vx/dmp/hitachi_usp-v0_00a0s5

The virtual disk SAN transport blacklist specifies the device node
paths you want to exclude from multipathing. The virtual disk
vixDiskLib.transport.san.blacklist APIfunction defines
the blacklist. For NetBackup purposes, Veritas recommends that
you set the blacklist to a11; the following is an example:

vixDiskLib.transport.san.blacklist = all

Specify the whitelist and the blacklist in the following file on the backup
host:

/usr/openv/lib/shared/vddk/1ib64/vixDiskLib.ini

For more information about the whitelist and the blacklist, see the
appropriate VMware documentation. For example, for Virtual Disk
Development Kit 6.0 the whitelist and the blacklist function descriptions
are in the VMware Virtual Disk Programming Guide.

Note: This support or limitation does not affect NetBackup support for VMware’s
Native Multipathing, which is multi-pathing between the ESXi host and storage.

This support or limitation does not affect NetBackup for VMware on Windows backup
hosts. The Windows operating system has integrated multi-pathing support. The
following Microsoft guide contains more information:

http://microsoft.com/mpio
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NetBackup for VMware support for fault tolerant

VMs

NetBackup supports backing up and restoring primary fault tolerant virtual machines.
(NetBackup does not backup or restore the secondary VMs.) If you choose to
overwrite the VM during the restore, NetBackup deletes both the primary and the
secondary VMs during the restore process. NetBackup then restores the primary
VM.

Fault tolerance is not enabled on the restored VM. After the restore has completed,
you can turn on fault tolerance.

For information about how to turn on fault tolerance, see the VMware documentation
for your version of vSphere.

NetBackup character restrictions for virtual
machine display names and other vSphere objects

For VMware VMs in a NetBackup policy, certain characters are not allowed in the
VM display name or in the names of other vSphere objects.

If the name contains the wrong characters, the backup may fail.

For NetBackup, the following characters are allowed in virtual machine display
names, cluster names, datastore names, file names, or folder names:

» Uppercase and lowercase ASCII characters
= Numbers

= Period (.)
Note however that a display name cannot end with a period.

= Hyphen (-)

= Underscore ()

= Plus sign (+)

= Percent sign (%)

» Left and right parentheses ()

= Spaces

Note: No other characters are allowed.

For the policies that select virtual machines automatically:

39



Notes and prerequisites | 40
In the policy Query Builder, display names, resource pool names, and vApp names are case-sensitive

= A space in a display name is converted to "%20" in the test query results if the
virtual machine is listed as included.

= Apercentsign (%) in a display name is converted to %25 in the test query results
if the virtual machine is listed as included. When you specify the display name
in a query, replace the % character with %25.

= Application-aware VMware backups for SharePoint are not supported if the
virtual machine display name contains a percent sign (%).

See “Primary VM identifier options (VMware)” on page 64.

In the policy Query Builder, display nhames,
resource pool names, and vApp names are
case-sensitive

In VMware vSphere, virtual machine display names, resource pool names, and
VApp names are case-sensitive. For example, a virtual machine with the name
"vm1" is a different virtual machine from one that is named "VM1."

In NetBackup versions before 7.6, the policy Query Builder field was not
case-sensitive for bisplayname, Resourcepool, Or vApp. As of version 7.6, the
Query Builder considers case in the query strings that include pisplayname,
Resourcepool, or vapp. VMware virtual machines with the name values that do not
exactly match the query string case are no longer returned in the result set. Backups
for those virtual machines are missed.

For example: Before NetBackup 7.6, a query specifying Displayname Contains
“vmware-" returned any virtual machine with the string vmware- regardless of case:

vmware-ted
VMware-charles
VMWARE-john
vmWARE-jason

In NetBackup 7.6 or later, a query specifying Displayname Contains “vmware-”
only returns virtual machines when the case matches the input string exactly:

vmware-ted

Note: When you upgrade to NetBackup 7.6 or later, policies that identify virtual
machines through a query may select different virtual machines for backup. You
may need to edit the policy query rules to reflect the case-sensitive behavior.
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Notes on the hotadd transport mode

NetBackup supports several transport modes for sending snapshot data between
the VMware datastore and the VMware backup host during a backup or restore.
One of those transport modes (hotadd) is used when the VMware backup host is
installed in a virtual machine.

Note the following about the hotadd transport mode:

The VMware backup host must be installed in a virtual machine.

The following is a VMware requirement: The virtual machine to back up and the
virtual machine that contains the hotadd backup host must reside in the same
VMware datacenter. The same VMware requirement applies to virtual machine
restore: The virtual machine to restore and the virtual machine that contains the
hotadd restore host must reside in the same VMware datacenter.

For hotadd backup, Veritas recommends at least one hotadd backup host for
each datacenter.

NetBackup does not support IDE disks on the virtual machine.

On the virtual machine to back up, no two disks should have the same name.
(Identical names can occur if the disks reside on different datastores.)

The ESX server (where the backup-host virtual machine resides) must have
access to the datastore of the virtual machines that you want to back up.

The datastore for the backup-host virtual machine must have some free space
before the hotadd backup begins. Otherwise, the backup may fail.

Restores that use the hotadd or SAN transport modes do not include the VM's
metadata changes in the restore. The status log of the NetBackup job contains
messages similar to the following:

07/25/2013 12:37:29 - Info tar (pid=16257) INF - Transport Type
= hotadd

07/25/2013 12:42:41 - Warning bpbrm (pid=20895) from client
<client address>: WRN - Cannot set metadata (key:geometry.
biosSectors, value:62) when using san or hotadd transport.

As a workaround, retry the restore with a different transport mode (nbd or
nbdssl).

This problem is a known VMware issue. For more details, see the VMware
VDDK 6.0 release notes.

Locking timeouts in the VMware VDDK may cause simultaneous hotadd backups
from the same VMware backup host to fail.

See “Simultaneous hotadd backups (from the same VMware backup host) fail
with status 13” on page 283.


https://www.vmware.com/support/developer/vddk/vddk-600-releasenotes.html
https://www.vmware.com/support/developer/vddk/vddk-600-releasenotes.html
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On a Windows Server 2008 or later backup host (proxy) with the hotadd transport
mode, set the Windows SAN policy to onlineall.

For more information on this issue and on other VMware hotadd issues, see
the following VMware Knowledge Base article:

Best practices when using advanced transport for backup and restore

For a list of VMware restrictions on the hotadd transport mode, refer to VMware’s
documentation. For example:
VMware VDDK 6.0 release notes

Notes and limitations for tag usage in VMware
Intelligent Policy queries

NetBackup does not support the selection of virtual machines based on the
category.

NetBackup uses tags for virtual machine selection independent of the tag's
category. The VMware vSphere Web Client can create tags in two different
categories with the same tag name. In the example, both virtual machines are
selected if the policy is configured to include virtual machines with the “HR” tag.
Example:

m Virtual Machine 1 has a user-specified tag ur in the category production
m Virtual Machine 2 has a user-specified tag HR in the category Test

NetBackup only recognizes the tags that are associated with virtual machines,
not other vCenter objects such as Datastores.

vCenter Server 6.0 or later is required.

The NetBackup master server and all discovery hosts must be at NetBackup
7.7.1 or later.

When you use media server load balancing, all media servers that are associated
with the storage unit group must be at 7.7.1 or later.

Any Windows host with only the NetBackup Client Software installed that is also
defined in the VMware policy's Client tab as the NetBackup host to perform
automatic virtual machine selection must have NetBackup Java installed.

Install the NetBackup Remote Administration Console to install NetBackup Java.

Be aware of a known bug in vSphere 6.0 when either the tag description or
category description shown in the VMware vSphere web client is blank. If either
field is blank, all tag queries fail with a NetBackup Status Code 4261.

VMware knowledge base article: http://kb.vmware.com/kb/2124204


http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1035096
https://www.vmware.com/support/developer/vddk/vddk-600-releasenotes.html
http://kb.vmware.com/kb/2124204
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Veritas has confirmed that this issue is resolved in vCenter Server 6.0 Update
1.

Be aware of a known bug in vSphere 6.0 when the system time of the discovery
host and the vCenter Server are not synchronized. This issue is known to cause
backups to fail with a NetBackup Status Code 4263.

VMware knowledge base article: http://kb.vmware.com/kb/2125193

In large VMware environments, consider increasing the Maximum bearer token
lifetime from the default value. Veritas has observed issues with discovery jobs
timing out because the default value is too small. The Maximum bearer token
lifetime is a vCenter Server setting. More information on this issue is available.
See “Troubleshooting VMware tag usage” on page 284.

Notes and limitations for the backup and restore
of VMware tag associations

Tag associations are part of the metadata of the virtual machine. NetBackup
considers virtual machine tag association protection a best effort backup. Any
tag collection errors are shown in the Activity Monitor for the virtual machine
snapshot jobs.

If for any reason NetBackup is unable to back up tag associations, the job
completes successfully with a NetBackup Status Code 0. Any failures to retrieve
tag associations in the backup are, however, reported in the job details in the
Activity Monitor.

vCenter Server 6.0 or later is required.

VMware tag associations are only backed up when you use VMware Intelligent
Policies.

NetBackup backs up tag associations with virtual machines. NetBackup does
not back up tag associations with other vCenter Server objects, such as
datastores or folders.

Tag associations for all virtual machines are retrieved during the discovery job.
The tag associations are, however, stored in the backup image for each individual
virtual machine. Be aware there is a time difference between the discovery job
time and the backup job. If tag associations are changed between these times,
the changes are not backed up.

For tag backup to work correctly, the servers that are listed must be at NetBackup
version 7.7.3 or later:

Master server, media server, discovery host, and the backup host.
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For tag associations to restore correctly, the master server and the recovery
host must be at NetBackup 7.7.3 or later.

Backup and restore of tag associations requires the NetBackup Java Runtime
Environment (JRE) be installed on the discovery host and the recovery host.

If tag associations of a virtual machine were successfully backed up, then
NetBackup attempts to recreate tag associations with the restored virtual
machine. If the recovery host version is incompatible, NetBackup completes the
recovery of the virtual machine and sets the job status to 0. The recovery job
details, however, provide information on the failure to recreate the tag
associations.

If tag associations of a virtual machine were not backed up successfully, then
NetBackup does not attempt to recreate tag associations with the restored Virtual
Machine. NetBackup completes the recovery of the virtual machine and sets
the job status to 0. The recovery job details provide information on the failure
to collect the tag associations that occurred at the time of backup.

When Replication Director for VMware is used to protect your virtual machines,
tag associations are backed up only when Application Consistent protection is
enabled. When Application Consistent protection is disabled, NetBackup does
not protect tag associations.
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This chapter includes the following topics:

Adding the VMware backup host to NetBackup

Adding NetBackup credentials for VMware

Changing the host name of a VMware server in NetBackup
Setting privileges for posting events to vCenter
Authentication token for the NetBackup VMware plug-ins

Setting global limits on the use of VMware resources

Adding the VMware backup host to NetBackup

Use this procedure to enable a NetBackup client as the backup host.

Note: This procedure is not needed for the media servers that operate as backup
hosts with the policy Backup Media Server option. With that option, NetBackup
automatically enables media servers as backup hosts.

In the NetBackup Administration Console, do the following.
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To add the VMware backup host

1

Click Host Properties > Master Servers, double click the NetBackup master
server, and click VMware Access Hosts.

Click Add.

Enter the fully qualified domain name of the VMware backup host, and click
Add.

When you are finished adding hosts, click Close.
Click Apply and then OK.

If the NetBackup master server is clustered in a failover environment: repeat
this procedure to add the backup host to each master server node in the cluster.

Adding NetBackup credentials for VMware

To back up or restore virtual machines, NetBackup requires logon credentials to
the VMware ESX servers, the VMware vCenter Servers, or the VMware vCloud
servers. In the NetBackup Administration Console, do the following.

To add NetBackup credentials

1

Click Media and Device Management > Credentials > Virtual Machine
Servers.

Click Actions > New > New Virtual Machine Server.

On the New Virtual Machine Server dialog, enter the name of a virtual machine
server (ESX server, vCenter server, or vCloud server).

Note: Enter the server name in the same format in which it is registered in
DNS and in the VMware server (whether short or fully-qualified).

See “Using the VMware Managed Object Browser to verify the server name”
on page 50.

Note: Veritas recommends the use of fully qualified names. The entire name
must be properly formed without empty or null elements. For example, a
fully-qualified name must include the domain name and not end in a period (.).

Note: The ESX server name is case-sensitive. Enter the ESX server name
exactly as it is in the VMware environment. If the case is wrong, the credential
validation fails and states "...expecting <correct_name_of_server>."
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NetBackup needs access to this server for either of the following reasons:

To browse the server's virtual machines and back them up.

To use the server as a target for restoring virtual machines.
Use the next dialog to identify the type of this server (vCenter, ESX, or ESX
for restore only).

In the Credentials pane of the New Virtual Machine Server dialog, enter the
following:

Virtual machine server type

Select the type of VMware server that NetBackup needs to access:

VMware Virtual Center server

Designates a vCenter (or VirtualCenter) server that manages ESX servers.
When you create a policy to back up this server's virtual machines,
NetBackup can browse this server and list its virtual machines. If the
credentials provide full access privileges to the vCenter server, you can
restore virtual machines to this server.

Note: Do not enter logon credentials for the individual ESX servers that
this vCenter server manages. NetBackup needs credentials for the vCenter
only.

VMware ESX Server

Designates a standalone ESX server that a vCenter server does not
manage. NetBackup can browse the ESX server to present a list of its virtual
machines for backup. You can also restore virtual machines to this ESX
server. To use the server as a target for restores, enter the credentials that
provide full access privileges to the ESX server.

VMware Restore ESX Server

Designates an ESX server to which NetBackup can restore virtual machines.
You must enter the credentials that provide full access privileges to the
server.

Note: NetBackup accesses this type of server for restores only, not for
backups.

The restore ESX server type has the following advantages:

= For large environments with hundreds of hosts, NetBackup may not
need full access to the vCenter server. With the restore ESX server
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type, you can give NetBackup full access to a single ESX server that is
dedicated to restore.

=  SAN-based restores that go directly to a restore ESX server are faster
than restores that go through the vCenter server.

= Allows restoring to an ESX 5.x or later server that a vCenter 5.x or later
server manages. NetBackup uses vCenter to create the virtual machine.
NetBackup then writes the .vmdk files directly to the ESX server using
the Restore ESX Server credentials to that server.

Note: VMware does not support the restore of virtual machines directly to
an ESX 5.x or later server that vCenter manages. To restore the virtual
machine, select the vCenter server as the destination. As an alternative,
you can set up an independent ESX server to be used for restores. You
must add NetBackup restore credentials for that ESX server by means of
the VMware Restore ESX Server type.

For further information on the restore ESX server, refer to the following
Veritas tech note:
http://www.veritas.com/docs/TECH128513

= VMware vCloud Director
Designates a vCloud Director server. NetBackup can browse the vCloud
environment on this server to present a list of its virtual machines for backup.
You can also restore virtual machines to this server.

Note: For backup and restore to vCloud Director, both vCloud and vCenter
credentials are required (VMware Virtual Center server).

Note: If the vCloud environment uses a load-balancer to manage multiple
cells (nodes), add credentials for the load balancer, not for the cells. If
vCloud Director has multiple cells but no load balancer, add credentials for
only one of the cells, not for all of them. Note also: If the domain name
system (DNS) cannot resolve the name of the load balancer or cell, do the
following: Include a line in the hosts file on the VMware backup host that
specifies the IP address of the load balancer or cell.

User name

Enter the user name for the virtual machine server. Note that spaces in user
names are not allowed.


http://www.veritas.com/docs/TECH128513
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To enter a domain name with a user name, use a double backslash or enclose
the name in single or double quotes, as follows:

domain\\username
‘domain\username’

“domain\username”

Password
Enter the password for the virtual machine server.
For backup host

You can select a particular backup host for which to validate the credentials.
Note that the hosts that appear in the pull-down list can be the following: media
servers, or NetBackup clients that have been added under Host Properties,
VMware Access Hosts.

For a list of supported backup host platforms, see the NetBackup Software
Compatibility List available from the following location:

NetBackup Master Compatibility List
See “Adding the VMware backup host to NetBackup” on page 45.

If For backup host is set to <Any> (the default), NetBackup attempts to validate
the credentials using each backup host in turn. NetBackup continues checking
only until validation succeeds for a particular backup host or the list of backup
hosts is exhausted.

During validation: An invalid user name or password is deleted if you have
entered it for the first time and you do not select a backup host. If validation
fails for any reason, the entry is removed.

If your VMware backup host is running a version of NetBackup that is earlier
than 6.5.4, the credentials cannot be validated. An error message is displayed.
You must verify that the credentials you entered are correct for the VMware
server. If the credentials are correct, you can ignore the error message.

Connect using port number

If the default port number has not been changed on the VMware server, no
port specification is required. In that case, make sure that the Connect using
port number box is not checked.

If the VMware server has been configured to use a different port, click the
Connect using port number box and specify that port number.

Click OK.
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6 If your site has multiple standalone ESX servers, use the Virtual Machine
Server dialog to enter credentials for each ESX server.

7 If the NetBackup master server is clustered, do the following on the other
master server nodes to verify the credentials for each backup host.

Fail over to the next master server node, to make it the active node.

On the active node, click on Media and Device Management > Credentials
> Virtual Machine Servers and double-click on the virtual machine server
credential.

In the For backup host field, select a particular backup host (do not select
Any).

If the backup host does not appear in the list, you must add the correct
credentials for the backup host. (Click Actions > New > New Virtual
Machine Server.)

Click OK.
NetBackup validates the credentials.

Double-click the same virtual machine server credential and validate the
credentials for another backup host (if any).

For other master server nodes, repeat step 7.

See “Setting global limits on the use of VMware resources” on page 53.

Using the VMware Managed Object Browser to verify the server

name

When adding NetBackup credentials for a VMware server, enter the server name
exactly as configured in the VMware server (whether short or fully-qualified). If the
name you enter for the credentials does not match the name as defined on the
VMware server, the credential validation fails.

You can use the vSphere Managed Object Browser to verify the server's name.

50



Configure NetBackup communication with VMware
Changing the host name of a VMware server in NetBackup

To verify the server's name

1

In a web browser, open the Managed Object Browser (MOB) by entering the
fully-qualified domain name of the VMware server and /mob.

For example: https://vcenterl.acmecorp.com/mob

Navigate to the ManagedObjectReference:HostSystem and find the name
value for the server.

The object structure is site-dependent.

When you create NetBackup credentials for the server, enter the name value
exactly as it appears in the MOB.

See “Adding NetBackup credentials for VMware” on page 46.

For more information on the MOB, see your vSphere documentation.

Changing the host name of a VMware server in

NetBackup

Use the following procedure if you need to change a VMware server's host name
as it is stored in NetBackup.

Example reasons for changing the VMware server name are the following:

You used a short host name for the server for its NetBackup credentials, and
need to replace that name with the fully qualified host name.

Two hosts currently resolve to the same IP address, and one of them must be
renamed and assigned a new IP address.

To change the host name of a VMware host in NetBackup

1

Remove the current credentials that were entered for the VMware host.
Do the following:

= In the NetBackup Administration Console, click on Media and Device
Management > Credentials > Virtual Machine Servers.

= Right-click on the credentials definition for the VMware server and select
Delete (or press the Delete key).

In the NetBackup Administration Console, re-enter NetBackup's credentials
for the VMware server.

See “Adding NetBackup credentials for VMware” on page 46.

Make sure to enter the correct host name for the VMware server.

See “Setting global limits on the use of VMware resources” on page 53.
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Setting privileges for posting events to vCenter

With the Post events to vCenter option, NetBackup can send backup related
events to the vCenter server, to view in vSphere Client. The NetBackup VMware
plug-in is not required in vSphere Client.

Note the following requirements:

You must enter the credentials that give NetBackup access to the vCenter
server.

See “Adding NetBackup credentials for VMware” on page 46.

Make sure that the Post events to vCenter option is enabled in the policy.
See “VMware - Advanced Attributes dialog” on page 68.

You must set the correct role privileges in vCenter, as explained in this topic.

Note: If your vCenter role is configured for all privileges, you can skip the
following procedure.

To set privileges for posting events to vCenter

1
2

Go to the vSphere Client Home page on the vCenter server and click Roles.

Right-click on the role for the vCenter user that was entered for the NetBackup
credentials, and click Edit Role.

See “Adding NetBackup credentials for VMware” on page 46.

In the Edit Role screen, place a check mark on the Extension privilege to
include all three extension privileges: Register extension, Unregister extension,
Update extension.

In the Edit Role screen, expand the Global privilege group and select the
following privileges: Log event, Manage custom attributes, Set custom attribute.

Click OK.

Authentication token for the NetBackup VMware

plug-ins

With the NetBackup VMware plug-ins, the VMware administrator can use vSphere
Client (or vSphere Web Client) to recover virtual machines. To allow the plug-in to
communicate with the NetBackup master server, you must provide an authentication
token to the VMware administrator.

To create an authentication token, see the appropriate plug-in guide:
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» Veritas NetBackup Plug-in for VMware vCenter Guide
» Veritas NetBackup Plug-in for VMware vSphere Web Client Guide
The guides are available here:

http://www.veritas.com/docs/DOC5332

Setting global limits on the use of VMware
resources

You can use the NetBackup Resource Limit dialog to control the number of
simultaneous backups that can be performed on a VMware resource type. The
settings apply to all NetBackup policies for the currently selected master server.

For example, to avoid overloading the ESX server, you can place a limit on the
number of concurrent backup jobs per ESX server. To control I/O overhead on the
datastore's array, you can limit the number of concurrent backups per datastore.

Note: The Resource Limit screen applies only to policies that use automatic selection
of virtual machines (Query Builder). If virtual machines are selected manually on
the Browse for Virtual Machines screen, the Resource Limit settings have no effect.

Note: To limit the number of simultaneous jobs per policy, use the Limit jobs per
policy setting on the policy Attributes tab. The effect of this option depends on
how the policy selects virtual machines.

See “Limit jobs per policy on the Attributes tab (for VMware)” on page 60.
To set limits on the use of VMware resources

1 Inthe NetBackup Administration Console, click Host Properties > Master
Servers and double-click the NetBackup master server.

2 Inthe Properties screen, scroll down in the left pane and click Resource Limit.
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3 Under Application, click VMware.

4 Click in the Resource Limit column to set the maximum NetBackup usage for
a particular resource type. The settings apply to all policies.

Resource Limit Defaults

By default, resources have no limit. To set a limit, select resource below and specify a limit.

Application Resources for selected application
ViMware Resource Type | Resource Limit
Hyper-V vCenter Mo limit
snapshot Mo limit
Cluster Mo limit
ESXserver Ma limit
WVMXDatastore Mo limit
Datastore | 2|2
DatastoreFolder Mo limit
DatastoreType Mo limit
WMXDatastoreNFSHost Mo limit
DatastoreMFEHost Mo limit
DatastoreCluster Mo limit

For each resource type, the default is 0, (No Limit). A resource limit of 4 for
Datastore means that NetBackup policies can perform no more than four
simultaneous backups on any particular datastore.

Table 4-1 describes the limits:

Table 4-1 Resource types and limits
Resource type Resource limit
vCenter The maximum number of simultaneous backups per vCenter
server.
snapshot The maximum number of simultaneous snapshot operations

(create or delete) per vCenter.

Cluster The maximum number of simultaneous backups per VMware
cluster.
ESXserver The maximum number of simultaneous backups per ESX

server.




Configure NetBackup communication with VMware | 55
Setting global limits on the use of VMware resources

Table 4-1 Resource types and limits (continued)
Resource type Resource limit
VMXDatastore Controls the maximum number of simultaneous backups per

Datastore. The Datastore is defined as the location of the VMX
file that is associated with each VM. This resource type is useful
for VMs that have VMDK files distributed across multiple
Datastores. This setting is enforced globally within a NetBackup
domain.

See “NetBackup for VMware terminology” on page 21.

Datastore The maximum number of simultaneous backups per datastore.

DatastoreFolder The maximum number of simultaneous backups per datastore
folder.

DatastoreType The maximum number of simultaneous backups per datastore
type.

VMXDatastoreNFSHost | Controls the maximum number of simultaneous backups per
Datastore at the NFS host level where the Datastore type is
NFS. The VMXDatastoreNFSHost is an NFS server that
sources one or more NFS Datastores. For this resource type
the Datastore is defined as the location of the VMX file that is
associated with each VM. This resource type is useful for VMs
that have VMDK files that are distributed across multiple
Datastores. This setting is enforced globally within a NetBackup
domain.

DatastoreNFSHost The maximum number of simultaneous backups per NFS host
of the datastore.

DatastoreCluster The maximum number of simultaneous backups per datastore
cluster.

Other resource-related considerations may be of interest.

See “NetBackup for VMware best practices” on page 251.



Configure NetBackup
policies for VMware

This chapter includes the following topics:

Configuring a VMware policy from the Policy Wizard
Configuring a VMware policy from the Policies utility
Limit jobs per policy on the Attributes tab (for VMware)
Backup options on the VMware tab

Browse for VMware Virtual Machines

Limiting the VMware servers that NetBackup searches when browsing for virtual
machines

Virtual machine host names and display names should be unique if VMs are
selected manually in the policy

Primary VM identifier option and manual selection of virtual machines
About incremental backups of virtual machines

Configuring incremental backups

Storage Foundation Volume Manager volumes in the virtual machine

About older NetBackup policies and pre-7.x backup hosts
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Configuring a VMware policy from the Policy Wizard

Configuring a VMware policy from the Policy
Wizard

Use the following procedure.
To create a backup policy by means of the Policy Configuration Wizard

1 Inthe NetBackup Administration Console (on the NetBackup master server),
click on the name of the master server.

Click Create a Policy.

Under Create a backup policy for, click VMware and Hyper-V, and click
Next.

Enter a name for the policy.
Click VMware as the virtual machine type.
Click Next, and follow the remaining panels in the wizard.

The wizard creates the policy according to your selections.

Configuring a VMware policy from the Policies
utility
You can create a NetBackup policy (full or incremental) to back up the virtual
machine in either of two ways:

= Use the Policies utility of the NetBackup Administration Console (described in
this topic).

= Use the Policy Configuration Wizard.
See “Configuring a VMware policy from the Policy Wizard ” on page 57.

Note: To configure a policy for Replication Director, see the NetBackup Replication
Director Solutions Guide.

To configure a policy to back up the virtual machine

1 Inthe NetBackup Administration Console, click Policies and select Actions
> New > Policy.

2 Enter a name for the policy.
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For Policy type, select VMware.

VMware backup options are available on the VMware tab (described later in
this procedure).

Select a policy storage unit or storage unit group.

Storage unit groups are described in the NetBackup Administrator’s Guide,
Volume |I.

In most cases, you can leave the Disable client-side deduplication option
at the default (unchecked).

The Disable client-side deduplication option is described in the NetBackup
Administrator's Guide, Volume |I.

To enable the Accelerator, click Use Accelerator.

When you click Use Accelerator, the Enable block-level incremental backup
option on the VMware tab is selected and grayed out.

See “About the NetBackup Accelerator for virtual machines” on page 140.
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Click the VMware tab.

W Change Policy - VMw

x

& server: la.veritas.com
Attributes r@ Schedules %Chenls Backup Selections r j VMware |
VMware backup host: ‘Backup Media Server |V‘
Optimizations Application Protection
Enable file recovery from VM backup ["] Enable Exchange Recovery
Enable block level incremental backup Erimary VM identifier: O

|VM hostname "|
Exclude deleted blocks [[] Enable SQL Server Recovery
R CRDIE syt et Ry [ Existing snapshot handling: O

|Abort if NetBackup snapshotis) exist B

[[] Enable SharePoint Recovery

Transport modes

NetBackup tries each selected transport in order from top to bottom.
san: Use san to move virtual disk data

hotadd: Use virtual disk files from NetBackup server

nbd: Do not encryptthe virtual disk data for over-the-network transfers

nbdssl: Encrypt the virtual disk data for over-the-network transfer
OK | | Cancel ‘ ‘ Help ‘

Use this dialog to set VMware-related options.

See “Backup options on the VMware tab” on page 61.

To define a schedule, click the Schedules tab and click New.
For assistance with the Accelerator forced rescan option:

See “Accelerator forced rescan for virtual machines (schedule attribute)”
on page 144.

On the Schedules Attributes tab, you can select Full backup, Differential
Incremental Backup, or Cumulative Incremental Backup.

Note that incremental backups require one of the following selections on the
policy VMware tab:

= Enable file recovery from VM backup, or

= Enable block-level incremental backup.

Enable block-level incremental backup requires an ESX server 4.0 and
a virtual machine at vmx-07 or later.

The following topic contains additional information.
See “About incremental backups of virtual machines” on page 84.
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Configure NetBackup policies for VMware
Limit jobs per policy on the Attributes tab (for VMware)

9 Click the Clients tab to select the virtual machines to back up.

The options for selecting virtual machines are as follows:

The Browse for VMware Virtual Machines screen appears. You can type the host name in
the Enter the VMware hostname field, or click Browse and select virtual machine.

Note: The Backup Selections tab is set to ALL_LOCAL_DRIVES. Individual drives cannot
be specified.

See “Browse for VMware Virtual Machines” on page 76.

With this option, NetBackup can automatically select virtual machines for backup based on
the filtering criteria that you enter. The following topics explain how to specify the criteria:

See “About automatic virtual machine selection for NetBackup for VMware” on page 87.
See “Configuring automatic virtual machine selection” on page 97.

Note: The Backup Selections tab is filled in with the filtering rules from the query. NetBackup
uses the ALL.__LOCAL DRIVES directive to back up the virtual machines.

Enables backup of the virtual machines that reside in a vCloud environment. Requires the
automatic selection of virtual machines.

With this option, the policy selects for backup only the virtual machines that vCloud manages:
it skips the virtual machines that are not in vCloud.

See “About NetBackup for vCloud Director” on page 232.

This host discovers virtual machines and automatically selects them for backup based on
the query rules.

See “About automatic virtual machine selection for NetBackup for VMware” on page 87.

Note: The Install Software option is for installing NetBackup client software
on trusting UNIX clients. This option does not apply to virtual machines.

10 When you click OK, a validation process checks the policy and reports any
errors. If you click Cancel, no validation is performed.

Limit jobs per policy on the Attributes tab (for

VMware)

The Limit jobs per policy option operates as follows, depending on how the policy
selects virtual machines.
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For the policies that select virtual machines automatically
(Query Builder)

The Limit jobs per policy option controls the number of parent (discovery) jobs
that run simultaneously for the policy. This option does not limit the number of
snapshot jobs and backup (bpbkar) jobs that the parent job launches. For example,
if this option is set to 1 and you begin a backup of a policy that discovers 100 virtual
machines: all the snapshot jobs and backup jobs for each of the 100 virtual machines
are allowed to execute simultaneously. Only the initial discovery job counts against
Limit jobs per policy. If you begin a second backup of the policy, its discovery job
cannot start until all the child jobs from the first backup are complete.

For the policies that use manual selection of virtual
machines

Limit jobs per policy controls the number of virtual machines that the policy can
back up simultaneously. Because no discovery job is needed, each virtual machine
backup begins with a snapshot job. Each snapshot counts against the Limit jobs
per policy setting. If this option is set to 1: the backup of the next virtual machine
that is specified in the policy cannot begin until the first snapshot job and its backup
are complete.

See “Setting global limits on the use of VMware resources” on page 53.

Backup options on the VMware tab

In the Administration Console, the VMware tab appears when you select VMware
as the policy type.

The following topics describe the VMware backup options.

VMware backup host

The VMware backup host is a NetBackup client that performs backups on behalf
of the virtual machines.
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Table 5-1 VMware backup host selection

Option

Description

Backup Media Server

This option allows a media server that is selected in the policy to operate as the backup
host. (The storage unit determines the selection of the media server.) To operate as the
backup host, the media server must contain NetBackup client software.

Note: The storage unit that is specified in the policy must be unique to your media servers.
If the storage unit is available on another media server, the snapshot cannot succeed.

Note: When the Backup Media Server option is selected, NetBackup cannot determine
a host to perform policy validation. To validate the policy, temporarily select one of the
possible media servers as the backup host (do not select Backup Media Server). When
the policy validates successfully, reset the backup host to Backup Media Server.

See “Media servers as backup or discovery hosts” on page 19.

backup_host_name

Select a backup host to perform the backup.

The pull-down list contains any media servers that are supported as backup host. It also
contains any NetBackup clients that have been added in the Administration Console under
Host Properties, VMware Access Hosts.

For a list of supported platforms for the backup host, see the NetBackup Software
Compatibility List available from the following location:

NetBackup Master Compatibility List
See “Adding the VMware backup host to NetBackup” on page 45.

Optimizations options (VMware)

The following options set the type and scope of the VMware virtual machine backup.
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Table 5-2 Optimizations

Option

Description

Enable file recovery
from VM backup

This option allows restore of individual files from the backup. With or without this option,
you can restore the entire virtual machine.

You can also use this option for incremental backups: in the policy schedule, select
differential incremental backup or cumulative incremental backup.

To perform a VMware backup to a deduplication storage unit, select this option. This option
provides the best deduplication rates.

To back up a virtual machine that contains Veritas Storage Foundation Volume Manager
volumes, disable this option. Also make sure that the Exclude deleted blocks option is
disabled.

Note: For a Linux virtual machine, the name of an LVM volume can include any of the
following special characters: . (period), _ (underscore), - (hyphen). No other special
characters are supported. If other special characters are in the volume name, the Enable
file recovery from VM backup option does not work. As a result, you cannot restore
individual files from that volume.

Note: During an incremental backup, any files that had been moved or renamed are not
backed up. Those files are not available when you browse to restore individual files from
the incremental backup. However, when you restore the entire VM from a block-level
incremental backup, note: the file metadata is updated and the moved or renamed files in
the restored VM reflect the updated metadata.

Enable block-level
incremental backup

For block-level backups of the virtual machine. This option reduces the size of the backup
image.

For the Exchange, SQL, and SharePoint Agents, this option is selected and grayed out if
you enable Use Accelerator.

On the Attributes tab, Perform block level incremental backups is automatically selected
and grayed out.

See “Block-level backup (BLIB): full vs incremental” on page 129.

Exclude deleted blocks

Reduces the size of the backup image by excluding any unused or deleted blocks within
the file system on the virtual machine. This option supports the following file systems:
Windows NTFS, and Linux ext2, ext3, and ext4.

This option uses proprietary mapping technology to identify vacant sectors (allocated but
empty) within the file system.

See “About reducing the size of VMware backups” on page 128.

To back up a virtual machine that contains Veritas Storage Foundation Volume Manager
volumes, disable this option. Also make sure that the Enable file recovery from VM
backup option is disabled.
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Table 5-2 Optimizations (continued)

Option

Description

Exclude swap and
paging files

Reduces the size of the backup image by excluding the data in the guest OS system paging
file (Windows) or the swap file (Linux).

Note: This option does not exclude the swapping and paging files from the backup: it only
excludes the data in those files. If the files are restored, they are restored as empty files.

Note: For a Linux virtual machine, this option disables the swap file when you restore the
virtual machine. You must reconfigure the swap file after the virtual machine is restored.
To allow the virtual machine to be restored with its swap file enabled, do not select Exclude
swap and paging files.

Primary VM identifier options (VMware)

This setting specifies the type of name by which NetBackup recognizes virtual
machines when it selects them for backup.

Table 5-3 Primary VM identifier

Option

Description

VM hostname

The network host name for the virtual machine. (This option is the default.) NetBackup
obtains the host name by means of a reverse lookup on the virtual machine's IP address.

Note: For NetBackup to look up the IP address, the virtual machine must already be
turned on.

If no host name can be found, the IP address is used as the host name.

See “Preventing browsing delays caused by DNS problems” on page 265.

VM display name

The name of the virtual machine as displayed in the VMware interface. A display name
is assigned to the virtual machine when the virtual machine is created.

When virtual machines are included in a NetBackup policy, restrictions apply to the
characters that are allowed in the virtual machine display name.

See “NetBackup character restrictions for virtual machine display names and other
vSphere objects” on page 39.

Note: The restrictions also apply to other vSphere objects, such as floppy image
name, parallel port or serial port file name, and CD-ROM ISO name.

Each display name must be unique in your VMware environment.
See “NetBackup for VMware: notes and restrictions” on page 29.

See “Restoring individual files” on page 195.
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Table 5-3 Primary VM identifier (continued)
Option Description
VM BIOS UUID The ID assigned to the virtual machine when the virtual machine is created. This ID
may or may not be unique, depending on whether the virtual machine has been
duplicated. This option is included for compatibility with the policies that use the older
VM UUID identifier.
VM DNS Name The VMware DNS Name of the virtual machine. In vSphere Client, this name appears

on the virtual machine's Summary tab.

Note: This name may or may not be associated with the virtual machine’s IP address.
VMware Tools obtains this name from the host name that is configured in the virtual
machine. For further information on this name, refer to the documentation for the guest
operating system.

VM instance UUID

The globally unique ID assigned to the virtual machine when the virtual machine is
created. This ID uniquely identifies the virtual machine within a vCenter server. Even
if the virtual machine has been duplicated (such as within a vCloud), only the original
virtual machine retains this instance ID. (The virtual machine duplicates are assigned
different instance UUIDs.)

This option is recommended instead of the VM BIOS UUID option.

Existing snapshot handling options (VMware)

This option specifies the action that NetBackup takes when a snapshot is discovered
before NetBackup creates a new snapshot for the virtual machine backup. After it
creates a snapshot, NetBackup usually deletes the snapshot when the backup
completes. If snapshots are not automatically deleted (whether created by
NetBackup or not), the performance of the virtual machine may eventually decline.

Undeleted snapshots can cause restore failures due to lack of disk space. If the
virtual machine was configured on multiple datastores and a leftover snapshot
existed on the virtual machine when it was backed up, note: NetBackup tries to
restore all .vmdk files to the snapshot datastore. As a result, the datastore may not
have enough space for the .vmdk files, and the restore fails. (For a successful
restore, you can restore the virtual machine to an alternate location. Use the Storage
Destination dialog in the Virtual Machine Recovery dialogs to select a datastore
for the .vmdk files.)
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Table 5-4 Existing snapshot handling: Options

Option

Description

Continue backup

NetBackup ignores any existing virtual machine snapshots (including snapshots
previously created by NetBackup) and proceeds with snapshot creation and the
backup.

Abort if any snapshot(s) exist | If any snapshot exists on the virtual machine, NetBackup aborts the job for that

virtual machine only.

Remove NetBackup snapshot(s) | If a virtual machine snapshot exists that a NetBackup backup previously created:

and continue backup

NetBackup removes the old snapshot, creates an updated snapshot, and proceeds
with the virtual machine backup.

Abort if NetBackup snapshot(s) | If a virtual machine snapshot exists that a NetBackup backup previously created,

exist

NetBackup aborts the job for that virtual machine only.

(This option is the default.)

Transport modes options (VMware)

The transport modes determine how the snapshot data travels from the VMware
datastore to the VMware backup host. The appropriate mode depends in part on
the type of network that connects the VMware datastore to the VMware backup
host.

By default, all modes are selected. NetBackup tries each transport mode in order,
from top to bottom. It uses the first mode that succeeds for all disks in the virtual
machine.

Table 5-5 Transport Modes

Mode

Description

san

For unencrypted transfer over Fibre Channel (SAN) or iSCSI.

Note: This mode is not supported for the virtual machines that use VMware Virtual
Volumes (VVols).

See “Notes on VMware Virtual Volumes (VVols)” on page 34.

hotadd

Lets you run the VMware backup host in a virtual machine.
See “Notes on the hotadd transport mode” on page 41.
Note: For the virtual machines that use VVols, the virtual machine and the backup host

(hotadd) virtual machine must reside on same VVol datastore.

For instructions on this transport mode and on installing the backup host in a VMware
virtual machine, refer to your VMware documentation.
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Table 5-5 Transport Modes (continued)
Mode Description
nbd For unencrypted transfer over a local network that uses the Network Block Device (NBD)
driver protocol. This mode of transfer is usually slower than Fibre Channel.
nbdssl For encrypted transfer (SSL) over a local network that uses the Network Block Device

(NBD) driver protocol. This mode of transfer is usually slower than Fibre Channel.

Move Up, Move Down

Use these options to change the order in which NetBackup tries each selected mode.
Highlight a mode and click Move Up or Move Down.

For example: assume that all four transport modes are selected, and the order is SAN,
hotadd, nbd, and nbdssl. If one of the virtual disks cannot be accessed using SAN, the
SAN transport mode is not used for any of the virtual machine’s disks. NetBackup then
tries to use the hotadd mode for all the disks. NetBackup continues to try each mode until
it finds one that succeeds for all the disks.

Application protection options (VMware)

To enable file-level recovery of database data that resides in the virtual machine,
select from the following options. These options apply to full backups of the virtual
machine; they do not apply to incremental backups.

Table 5-6 Application Protection options

Database option

Description

Enable Exchange
Recovery

This option enables recovery of the Exchange databases or mailbox messages from the
virtual machine backups. If this option is disabled, you can recover the entire virtual machine
from the backup, but you cannot recover the databases or mailbox messages individually.

To use the Enable Exchange Recovery option, you must enable the Enable file recovery
from VM backup option.

For more information, refer to the NetBackup for Exchange Server Administrator's Guide.

Truncate logs

For Exchange, this option truncates the transaction logs when the snapshot of the virtual
machine is complete. Truncating the logs frees up disk space in the virtual machine.

Note: To use this option, install the Veritas VSS Provider on the virtual machine. For
instructions on how to install this provider, refer to the NetBackup for Exchange Server
Administrator's Guide.

If you do not select Truncate logs, the logs are not truncated.
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Table 5-6 Application Protection options (continued)

Database option

Description

Enable SQL Server
Recovery

This option enables recovery of individual files from SQL Server data in the virtual machine
backup. If this option is disabled, you can recover the entire virtual machine from the backup,
but you cannot recover the SQL Server files individually.

To use the Enable SQL Server Recovery option, you must enable the Enable file recovery
from VM backup option.

For more information, refer to the NetBackup for SQL Server Administrator's Guide.

Truncate logs

For SQL Server, this option truncates the transaction logs when the backup occurs. Truncating
the logs frees up disk space in the virtual machine.

Note: To use this option, install the Veritas VSS Provider on the virtual machine. For
instructions on how to install this provider, refer to the NetBackup for SQL Server
Administrator's Guide.

If you do not select Truncate logs, the logs are not truncated.

Enable SharePoint
Recovery

This option enables recovery of SharePoint objects from the virtual machine backup. If this
option is disabled, you can recover the entire virtual machine from the backup, but you cannot
recover the SharePoint objects individually.

To use the Enable SharePoint Recovery option, you must enable the Enable file recovery
from VM backup option.

For more information, refer to the NetBackup for SharePoint Server Administrator's Guide.

VMware - Advanced Attributes dialog

This dialog appears when you click Advanced... on the VMware policy tab.

You can use the VMware Advanced Attributes dialog to set the following additional
parameters for VMware backup. In most situations, the best settings are the defaults.
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Table 5-7 VMware Advanced Attributes

Configuration
parameter

Description

Virtual machine
quiesce

This option is enabled by default. In the great majority of cases, you should accept the default.

1/0 on the virtual machine is quiesced before NetBackup creates the snapshot. Without quiescing
file activity, data consistency in the snapshot cannot be guaranteed. If not consistent, the
backed-up data may be of little or no value.

If this option is disabled, the snapshot is created without quiescing 1/O on the virtual machine. In
this case, you must perform your own checks for data consistency in the backup data.

Caution: Veritas does not recommend that you disable quiesce. In most cases, this option should
be enabled.

Note: To use this option, VMware Tools must be installed on the virtual machine.

Note: To use this option with Linux virtual machines, you must also install the SYMCquiesce
utility.

See “Installing the SYMCquiesce utility” on page 353.

Virtual disk
selection

Determines the kind of disks on the virtual machine that are included in the backup. This option
can reduce the size of the backup, but should be used with care. These options are intended
only for the virtual machines that have multiple virtual disks.

The following options are available:

= Include all disks
Backs up all virtual disks that are configured for the virtual machine.

= Exclude boot disk
The virtual machine's boot disk (for example the C drive) is not included in the backup. Any
other disks (such as D) are backed up. Consider this option if you have another means of
recreating the boot disk, such as a virtual machine template for boot drives.
See “About the Exclude disk options for Virtual disk selection” on page 73.

Note: A virtual machine that is restored from this backup cannot start. Data files are available
in the restored data disks.

= Exclude data disks
The virtual machine's data disks (for example the D drive) are not included in the backup for
this policy. Only the boot disk is backed up. Consider this option only if you have a different
policy that backs up the data disks.
See “About the Exclude disk options for Virtual disk selection” on page 73.

Note: When the virtual machine is restored from the backup, the virtual machine data for the
data disk may be missing or incomplete.

See “Restoring data from the backups that excluded the boot disk or data disks” on page 75.
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Table 5-7 VMware Advanced Attributes (continued)

Configuration
parameter

Description

Ignore diskless
VMs

If this option is enabled:

NetBackup does not back up a replicated (passive) VM in a vCenter Site Recovery Manager
(SRM) environment if that VM has no vmdk files. NetBackup skips that VM and backs up the
corresponding active VM, which has vmdk files.

Note that virtual machines without vmdk files can occur in a vCenter SRM environment. If a
replicated virtual machine has never been active, it is in passive mode and may have no vmdk
file(s).

Note: If this option is enabled and NetBackup does not have access to the vCenter where the
active virtual machine runs: the Query Builder policies run without error; no attempt is made to
back up the virtual machine. For the policies that use manual selection of virtual machines,
backups fail with status 156, because the virtual machine cannot be located.

If this option is disabled:

NetBackup attempts to back up a virtual machine regardless of whether it has vmdk files. If the
virtual machine has no vmdk files, the backup fails with status 156.

Post vCenter
events

Enables NetBackup to send backup related events to the vCenter server. The events appear in
vSphere Client under Home > Inventory > Hosts and Clusters, Tasks & Events tab.

See “Viewing NetBackup activity in vSphere Client” on page 136.
The following options are available:

= All Events: NetBackup posts an event to the vCenter server on each backup success or
failure. This setting is the default.

= No Events: Disables the Post vCenter events option. NetBackup does not post any events
to the vCenter server.

= Error Events: NetBackup posts an event to the vCenter server only for backup failures.

Further information on Post vCenter events is available:

See “About the Post vCenter events option (VMware Advanced Attributes)” on page 72.

Multiple
organizations per
policy

This option is disabled by default. If it is enabled, the query rules can select virtual machines from
different vCloud Director organizations and back them up to the same storage unit.

If you do not want backups of virtual machines from different organizations to be stored on the
same drive, leave this option disabled.
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Table 5-7 VMware Advanced Attributes (continued)

Configuration
parameter

Description

Ignore Instant
Recovery VMs

If this option is enabled (the default): NetBackup skips any virtual machine that was restored with
Instant Recovery for VMware if the virtual machine is running from a NetBackup NFS datastore.

When the virtual machine data files have been migrated to the production datastore, the virtual
machine can be backed up.

NetBackup identifies Instant Recovery virtual machines according to the following criteria:

= The virtual machine has a snapshot that is named NBU IR SNAPSHOT,

= And the virtual machine is running from a datastore and the name of the datastore begins
with NBU IR .

If the virtual machine meets all these criteria, it is not backed up if this option is enabled.

If this option is disabled: NetBackup backs up the virtual machine even if it is running from the
NetBackup NFS datastore.

Snapshot retry
count

Sets the number of times the snapshot is retried. The default is 10. The range is 0 to 100.

This option and the snapshot timeout and snapshot creation interval provide flexibility in the
creation of snapshots. For most environments, the default values are usually best. In special
circumstances, it may be helpful to adjust these settings. Example considerations are the size
of the virtual machine and the processing load on the VMware server.

Snapshot timeout

Sets a timeout period (in minutes) for completion of the snapshot. The default is 0, which means

(minutes) no timeout.
If snapshots do not complete, set this option to a specific period to force a timeout. Consider
using the snapshot creation interval to retry the snapshot at a later time.

Snapshot Determines the wait time (in seconds) before the snapshot is retried. The default is 10 seconds.

creation interval
(seconds)

The range is 0 to 3600.
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Table 5-7 VMware Advanced Attributes (continued)

Configuration
parameter

Description

VMware server
list

Specifies a colon-delimited list of virtual machine servers that NetBackup communicates with for
this policy. In large virtual environments, you can use this list to improve backup performance:
NetBackup communicates only with the servers that are in this list. For example, exclude from
the list any vCenter or vCloud servers that do not contain virtual machines to be backed up by
this policy. Also, if a duplicate of the virtual machine exists on a different server: the duplicate is
not backed up if it resides on a server that is not included in this list.

Note: Each host name must match exactly the name as configured in the NetBackup credentials.
Note: Separate the names with a colon (:) not a comma (,).

This option does not affect either of the following: the list of all possible values in the Query Builder
for automatic selection of virtual machines, or browsing of virtual machines for manual selection.

If the list is blank (the default), NetBackup communicates with any servers in the virtual
environment.

Treat Tags as
unset if unable to
evaluate

Tags were introduced with VMware vCenter Version 5.1. The APIs to interface with the tagging
service were not released until VMware vCenter Version 6.0. NetBackup for VMware supports
the tags that are assigned to virtual machine objects starting with VMware vCenter Version 6.0.

If you have a mixed vCenter environment, such as 5.1, 5.5, and 6.0, you can use this configuration
parameter to modify how NetBackup treats tags for vCenter Version 5.1/5.5. This configuration
parameter also applies to all versions of ESXi hosts whose credentials were added to the Virtual
Machine Servers list.

This option is disabled by default. If you use the tag field in the VMware Intelligent Policy query
and your policy searches for virtual machines across a mixed vCenter environment, then
NetBackup reports the virtual machines that are discovered from vCenter Server 5.1/5.5 and
ESXi hosts as failed if it needs to evaluate the tag portion of the query to make an include or
exclude decision.

When you enable this option NetBackup treats tags as unset. If you use the tag field in the
VMware Intelligent Policy query and your policy searches for virtual machines across a mixed
vCenter environment, NetBackup evaluates the tag part of the query as if no tags were set on
the virtual machines that are discovered from vCenter Server 5.1, 5.5, and ESXi.

About the Post vCenter events option (VMware Advanced Attributes)

The Post vCenter events option is available on the VMware - Advanced Attributes
dialog of a NetBackup policy. (On the VMware tab of the policy, click Advanced....)

Post vCenter events enables NetBackup to send backup related events to the
vCenter server.
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Note: To post events to vCenter, NetBackup must perform the backup through a
vCenter server. If NetBackup accesses the ESX server directly, the backup
information cannot be displayed in vSphere Client.

Note: You must set the required permissions in vCenter:

See “Setting privileges for posting events to vCenter” on page 52.

Note: If a vSphere administrator created an attribute named NB_LAST BACKUP
of type Global, NetBackup cannot post backup events to that attribute. You must
remove the NB_LAST BACKUP attribute from vSphere. Make sure that Post
vCenter events is set to All Events or Error Events. At the next backup, NetBackup
creates a NB_LAST_BACKUP attribute of type Virtual Machine and posts events
to that attribute.

Post vCenter events also records the date and time of the last successful backup
of the virtual machine:

= The date and time appear in vSphere Client on the Summary tab as a custom
attribute under Annotations. The attribute is labeled NB_LAST BACKUP.

= The date and time appear in vSphere Web Client on the Virtual Machines
display.

The events can also be viewed with the NetBackup vCenter plug-ins:

= The events appear in vSphere Client under Home > Inventory > Hosts and
Clusters. Select a vSphere object and click Veritas NetBackup.

= The events appear in vSphere Web Client under Hosts and Clusters > Monitor.
Select a vSphere object and click Veritas NetBackup.

For instructions on installing and using the NetBackup plug-ins, see the following
guides:

NetBackup Plug-in for VMware vCenter Guide
NetBackup Plug-in for VMware vSphere Web Client Guide
http://www.veritas.com/docs/DOC5332

About the Exclude disk options for Virtual disk selection

The VMware - Advanced Attributes dialog has an option called Virtual disk
selection. The default setting is Include all disks. You should use this setting in
most cases.


http://www.veritas.com/docs/DOC5332
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The other options are Exclude boot disk and Exclude data disks. These options
are intended for the virtual machines that have multiple virtual disks. You should
use these options with care.

To exclude a boot disk or data disk, note the following requirements:

The virtual machine must have more than one disk.

NetBackup must be able to identify the boot disk.

The boot disk must not be part of a managed volume (Windows LDM or Linux
LVM). The boot disk must be fully contained on a single disk.

The boot disk must include the following:

The boot partition.

The system directory (Windows system directory or Linux boot directory).

Important! The exclude disk options are meant only for the following cases:

Exclude boot disk: Consider this option if you have another means of recreating
the boot disk, such as a virtual machine template for boot drives. If Exclude
boot disk is enabled, the policy does not back up the boot disk.

Note: When the virtual machine is restored from the backup, the virtual machine
data for the boot disk may be missing or incomplete.

Note the following about Exclude boot disk:

If the virtual machine has a boot disk but has no other disks, the boot disk
is backed up. It is not excluded.

If the virtual machine's boot disk is an independent disk, but the virtual
machine has no other disks, the boot drive is backed up. The restored boot
drive however contains no data, because NetBackup cannot back up the
data in an independent disk.

If the virtual machine has a boot drive and an independent drive, the boot
drive is not backed up. Only the independent drive is included in the backup.
Since NetBackup cannot back up the data in an independent disk, the
restored independent disk contains no data.

Refer to the explanation on independent disks in the following topic:

See “NetBackup for VMware terminology” on page 21.

Adding a virtual disk and changing this option before the next backup can
have unexpected results.
See “Virtual disk selection options: an example to avoid” on page 75.
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= Exclude data disks: Consider this option if you have a different policy or other
backup program that backs up the data disks. If Exclude data disks is enabled
in a policy, that policy does not back up the data disks.

Note the following about Exclude data disks:

= [f the virtual machine has only one disk (such as C:), that drive is backed
up. Itis not excluded.

= If the virtual machine's boot disk is an independent disk, and the virtual
machine has a separate data disk, the boot disk is backed up. The restored
boot disk however contains no data, because NetBackup cannot back up
the data in an independent disk.

Note: When the virtual machine is restored from the backup, the virtual machine
data for the data disk may be missing or incomplete.

Caution: Use of the exclude disk options can have unintended consequences if
these rules are not followed.

The following topics contain important guidance on the exclude disk options:
See “Virtual disk selection options: an example to avoid” on page 75.

See “Restoring data from the backups that excluded the boot disk or data disks”
on page 75.

Virtual disk selection options: an example to avoid

You should use the Virtual disk selection option with care. For example, if you
add a disk to the virtual machine and change the Virtual disk selection setting,
note: The next backup may not capture the virtual machine in the state that you
intended. You should back up the entire virtual machine (Include all disks) before
using Virtual disk selection to exclude a disk from future backups.

Restoring data from the backups that excluded the boot disk or data

disks

If the policy's Virtual disk selection option excluded the boot disk or data disks,
you can restore the backed-up data as follows:

= [f Enable file recovery from VM backup was enabled on the backup policy:
You can restore individual files from those portions of the virtual machine that
the Virtual disk selection option did not exclude.
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See “Restoring individual files” on page 195.

= [f the Virtual disk selection option was set to Exclude boot disk: You can

restore the virtual machine and move the restored data disk(s) to another virtual
machine.

Browse for VMware Virtual Machines

When you configure a NetBackup policy, you can use the Browse for Virtual
Machines screen to select virtual machines for backup. You can enter the virtual
machine's host name manually or browse and select it from a list.

As an alternative, NetBackup can automatically select virtual machines based on
a range of criteria.

See “About automatic virtual machine selection for NetBackup for VMware”

on page 87.
= Browse for Virtual Machines -
_) Enter the VM display name
® Browse for Virtual Machines Last update: 01/06/2015 23:00:23

BT Hosts and Clusers <4 VM hostname | Display Na..| Dns Name | Instance U..| BIOS UUID | Ip Address |Operating Sys..| DataStors | Powered

? de20 BE @ gam1..gamivm1 gamivm1 52bdf253-.. 564d323d-.. 10.80.104.... windows&Ser... datastore! ON
@ gam2. gam2vm2 gam2vm2  52fafd5ff2.. 564d56f3-a.. 10.80.104.... windows8Ser... datastore1 OM

[T

] DEED i [
No.of Virtual Machines Selected: 2

|»

Client name selection: VM display name

[ ok | [ cancet | [ tom_|

= Enter the VM display name (or VM hostname, VM BIOS UUID, VM DNS
Name, VM instance UUID)
Click this option if you want to manually enter the name or other identifier of a
virtual machine. The format of the name depends on your system. It may be the
fully qualified name or another name, depending on your network configuration
and how the name is defined in the guest OS. If NetBackup cannot find the
name you enter, policy validation fails.

Note: The type of name to enter depends on the Primary VM identifier setting
on the VMware tab of the policy.
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To enter a name, make sure that Browse for Virtual Machines is not selected.

Browse for Virtual Machines

Click this option to discover vCenter servers, clusters, data centers, vApps, and
ESX servers (shown in the left pane). You can select virtual machines from a
list (in the right pane).

NetBackup uses the following icons for vSphere objects:

vCenter server

£ : Datacenter
Ijh Cluster
o5 VAPp

ESX server

Virtual machine (powered off)

Eﬂ. Virtual machine (powered on)

Virtual machine template

The virtual machines that are contained in a VMware vApp are displayed in the
right pane along with other virtual machines.

The virtual machine names that are listed may be derived from a cache file. Use
of the cache file is faster than rediscovering the virtual machines on the network
if your site has a large number of virtual machines.

If NetBackup cannot obtain the IP address of the virtual machine, the host name
and IP address are displayed as NONE.

Note that virtual machine host names or display names must be unique within
a master server's policies:
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See “Virtual machine host names and display names should be unique if VMs
are selected manually in the policy” on page 82.

Last Update
To update the cache file and re-display virtual machines, click the refresh icon

to the right of the Last Update field. This field shows the date and time of the
most recent cache file that contains the names of virtual machines.

For NetBackup to access the virtual machines, note the following:

The NetBackup master server must have credentials for the VMware vCenter
or ESX server(s).

See “Adding NetBackup credentials for VMware” on page 46.

DNS problems may prevent or slow down discovery of the virtual machines.
See “Preventing browsing delays caused by DNS problems” on page 265.

To limit the search to particular vCenter or ESX servers, you can create a
BACKUP registry entry as an exclude list. Excluding unneeded servers can
dramatically speed up the search for virtual machines.

See “Limiting the VMware servers that NetBackup searches when browsing
for virtual machines” on page 80.

The browsing timeout value must not be set too low.

See “Changing the browsing timeout for virtual machine discovery”
on page 267.

VM hostname, Display Name, DNS Name, Instance UUID, etc.

When you select an ESX server in the left pane, information about its virtual
machines appears in columns in the right pane.

You can change the arrangement of these columns by right-clicking in the right

pane:
W Browse for Virtual Machines [x]
) Enter the VM display name
(® Browse for Virtual Machines Last update: 01/06i2015 23:00:23
b B FosTs and Clusters : VlulhustnamelDlspla'f Na ‘ Dns Name ‘\nstanceu ‘ BIOS UU\Dl Ip Address |Operating Sys..| DataStore | Powered
L4 de20 @ganﬂ .gamivm1 gamivm1 52bdf253-.. 564d323d-.. 10.80.104... windows8Ser... datastore1 ON
b @gamZ gam2vm2 gam2vm2 52f5fd5ff2.. 564d56f8-a.. 10.80.104.... windows8Ser... datastore1 ON
Copy To Clipboard cti-c
Columns »| & Layout...
2 Sort... £ Size to Data
da Find... Cl-F
Y Fiiter... T
o m ] [DE K Il | [»
No.of Virtual Machines Selected: 2 Client name selection: VM display name

‘ 0K H Cancel H Help ‘
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The columns are the following:

VM hostname The host name of the virtual machine.

Display Name The display name of the virtual machine.

Instance UUID The UUID of the virtual machine.

BIOS UUID The BIOS UUID of the virtual machine.

Dns Name The VMware "DNS Name" of the virtual machine. In

vSphere Client, this name appears on the virtual machine's
Summary tab.

See “Primary VM identifier options (VMware)” on page 64.
IP Address The IP address of the virtual machine.

Operating System The guest OS system as defined when the virtual machine
was created.

DataStore The datastore where the virtual machine configuration files
are stored. If the datastore is in a datastore cluster,
NetBackup displays the name of the datastore (not the
name of the cluster).

Powered The power on/off status of the virtual machine when it was
last discovered.

RDM Status Shows whether the virtual machine has a physical disk in
raw device mapping mode (RDM) or has an independent
drive.

Change Tracking Support Shows whether the virtual machine supports the VMware
Changed Block Tracking feature (for BLIB). Changed
Block Tracking requires ESX server 4.0 and a virtual
machine at vmx-07 or later.

Virtual Center Name The vCenter server that manages the ESX server (also
appears in the left pane).

Template Shows whether the virtual machine is a template.

The virtual machines you selected are listed in the Clients tab.
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Attributes r@ Schedules Clients r Backup Selections r J VMware

Virtual Machines for backup:
@ Select manually

) Select automatically through VMware Intelligent Policy guery

O

Client Name Hardware Operating System Resiliency Indexing
gamivm1 vmx-11 windows83ernveré4Guest Yes
gamz2vmz2 vmx-11 windows85enveri4Guest Yes

Limiting the VMware servers that NetBackup
searches when browsing for virtual machines

As part of creating a NetBackup policy, you must specify which virtual machines to
back up. One approach is to let NetBackup search the network and list all available
virtual machines. However, if your VMware environment contains many VMware
servers and virtual machines, it may take too long to search and list all of them. For
example, consider an environment with ten vCenter servers. To back up the virtual
machines on one of the ten vCenter servers, browsing virtual machines on all ten
servers is unnecessary.

To speed up browsing, you can exclude particular VMware servers from the search.
When it probes the network for virtual machines, NetBackup queries only the
VMware servers that are not named in the exclude list for the backup-host.

Use one of the following procedures, depending on the platform of the backup host
(Windows or Linux).

To limit the VMware servers that NetBackup discovers, per Windows backup
host

1 On the Windows desktop of the backup host, click Start > Run and enter
regedit.

To be on the safe side, make a backup of the current registry (File > Export).

Go to HKEY_LOCAL_MACHINE > SOFTWARE > Veritas > NetBackup >
CurrentVersion > Config and create a key called Backup.

4 Right-click in the right pane and click New > String Value. Enter
excludeVMservers as the name.
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5 Right-click the excludevMservers name and click Modify.

6 In the Edit String dialog, enter a comma-delimited list of the VMware servers
that are NOT to be queried when NetBackup browses the network. Do not
enter spaces. You can enter vCenter servers and individual ESX servers.

Edit String K

Walue nanme:

Ie:-u:luu:le"a-"h“l TEIVES

Walue data:

aF. Cancel

Note: The exclude list is used on the next backup. If any bpfis processes are
running, the exclude list has no effect on them.

The exclude list applies only to this backup host. The servers are not queried
when NetBackup browses for virtual machines to list on the policy's Browse
for Virtual Machines dialog of the NetBackup Administration Console.
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To limit the VMware servers that NetBackup discovers, per Linux backup host
1 On the Linux backup host, create (or open) the following file:
/usr/openv/netbackup/virtualization.conf

2 Add the following to the file:

[BACKUP]

"excludeVMservers"="serverl, server2, server3"

where server1,server2,server3is a comma-delimited list of the VMware servers
that are NOT to be queried when NetBackup browses the network. Do not
enter spaces. You can enter vCenter servers and individual ESX servers.

Note: If the file already contains a [BackuP] line, do not add another [BACKUP]
line. Any other lines that already exist under [BackuP] should remain as they
are.

3 Save thefile.

Note: The exclude list is used on the next backup. If any bpfis processes are
running, the exclude list has no effect on them.

The exclude list applies only to this backup host. The servers are not queried
when NetBackup browses for virtual machines to list on the policy's Browse
for Virtual Machines dialog of the NetBackup Administration Console.

As an alternative, NetBackup can automatically select virtual machines based on
a range of criteria.

See “About automatic virtual machine selection for NetBackup for VMware”
on page 87.

Virtual machine host names and display names

should be
the policy

unique if VMs are selected manually in

Certain VMware environments do not require unique names for virtual machines.
For instance, virtual machines within a vCenter server can have the same host or
display names as virtual machines in another vCenter server. The same is true of
datacenters, which are logical groupings of virtual resources within a vCenter server.
Virtual machine host names or display names must be unique within a datacenter.
They do not need to be unique between two datacenters on the same vCenter. A
virtual machine named VM1 can exist in datacenter A. Another virtual machine
(also named VM1) can exist in datacenter B, on the same vCenter server.
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Identically named virtual machines can present a problem for any policies that are
configured as follows:

= The master server's policies use the Select manually option on the Clients tab
to select the VMs for backup.

= The Primary VM identifier option on the VMware tab identifies VMs by their
host names or display names.

These policies may back up a different but identically named VM, instead of the
VM that you selected. In that case, the VM that you selected is not backed up. For
these policies to work, the virtual machines' display names or host names must be
unique.

Consider the following options:

= For manual policies that identify VMs by display name or host name, change
the VM names so that each VM has a unique host name or display name.

= Asan alternative, configure the policies' Primary VM identifier option to identify
the VMs by their UUIDs instead of by host name or display name. Use the type
of UUID that is appropriate for your virtual machine environment.
See “Primary VM identifier options (VMware)” on page 64.

= Instead of policies with manual-selection, use VMware Intelligent policies to
select the VMs through a query. Even if the Primary VM identifier option is set
to host name or display name, NetBackup identifies each VM by its UUID.

Primary VM identifier option and manual selection
of virtual machines

This topic applies to the manual selection of virtual machines on the NetBackup
Browse for Virtual Machines screen.

A change to the policy's Primary VM identifier value can affect backups. If you
change this option, you may have to delete the virtual machine selections on the
Clients tab and re-enter them. Otherwise, NetBackup may no longer be able to
identify the virtual machines to back up.

For example, the host names in the Clients tab cannot be used and the virtual
machines are not backed up in the following case:

= If you change the Primary VM identifier from VM hostname to VM display
name, and

= The display names of the virtual machines are different from the host names.

In this case, delete the host name entries on the Clients tab and browse the network
to select the virtual machines by display name.
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See “Browse for VMware Virtual Machines” on page 76.

Note: When creating virtual machines, use the same name for both host name and
display name. If the Primary VM identifier is changed, the existing entries on the
Clients tab still work.

If the policy selects virtual machines automatically, refer to the following topic:

See “Effect of Primary VM identifier parameter on Selection column in Test Query
results” on page 125.

About incremental backups of virtual machines

NetBackup enables full virtual machine and file-level incrementals in the same
backup (the Enable file recovery from VM backup option).

Better support for incremental backup is available when you use BLIB (Enable
block-level incremental backup). BLIB requires ESX 4.x and virtual machines at
vmx-07 or later.

Note: Individual file recovery is supported from full backups and from incremental
backups, as long as the Enable file recovery from VM backup policy option is
enabled.

Note: Make sure that the virtual machines to back up are time synchronized with
the backup host. Otherwise, some changed data may not be included in the backup,
depending on the clock differential between the backup host and the virtual machine.

Note: For incremental backups, you do not have to configure the client on the
VMware backup host for timestamps. The VMware policies automatically default
to the use of timestamps.

Configuring incremental backups

Use the following procedure for virtual machine backup.

To configure incremental backup of a virtual machine

1 Inthe NetBackup policy Attributes tab, select the VMware policy type.
2 On the VMware tab, select the VMware backup host.
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3  Optional: for BLIB, select Enable block-level incremental backup.
Select Enable file recovery from VM backup.
More information is available on the VMware options.
See “Backup options on the VMware tab” on page 61.
Click OK.

On the Schedules tab, select Differential Incremental Backup or Cumulative
Incremental Backup.

7 Fillin the Clients tab.

Storage Foundation Volume Manager volumes in
the virtual machine

To back up a virtual machine that contains Veritas Storage Foundation Volume
Manager volumes, make sure the following options on the policy's VMware tab are
disabled:

Enable file recovery from VM backup

Exclude deleted blocks.

Note: Restore of selected files from a backup of the full virtual machine is not
supported if the virtual machine contains Storage Foundation Volume Manager
volumes.

See “NetBackup for VMware: notes and restrictions” on page 29.

About older NetBackup policies and pre-7.x
backup hosts

A NetBackup 7.x master server can use the policies that were created for NetBackup
6.5.x. NetBackup however does not convert the 6.5.x options to 7.x options. It uses
the policies as is, without modification or conversion.

Even if the policies are updated to the 7.x options, a 6.5.x backup host ignores
those options. The backup host must be updated to 7.x to recognize and use the
7.x policy options.
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This chapter includes the following topics:

= About automatic virtual machine selection for NetBackup for VMware
= Support and use of VMware tag associations

= The basics of a NetBackup query rule

= Important notes on automatic virtual machine selection

» NetBackup requirements for automatic virtual machine selection
» Automatic virtual machine selection: Task overview

= Options for selecting VMware virtual machines

= Configuring automatic virtual machine selection

= Editing an existing query in Basic Mode

= Using the Query Builder in Advanced Mode

=  AND vs. OR in queries

= Examples for the NetBackup Query Builder

= The IsSet operator in queries

= About selecting virtual machines by means of multiple policies

= Order of operations in queries (precedence rules)

s Parentheses in compound queries
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Query rules for resource pools

Query rules for datacenter folders (host folder)
Query rules for duplicate names

Query rules for tags

Query Builder field reference

Test Query screen for VMware

Test Query: Failed virtual machines

Effect of Primary VM identifier parameter on Selection column in Test Query
results

Effect of Primary VM identifier parameter on VM Name column in Test query
results

Refreshing the display of virtual environment changes in the Query Builder

About automatic virtual machine selection for
NetBackup for VMware

Instead of manually selecting the virtual machines for backup, you can configure
NetBackup to automatically select virtual machines based on a range of criteria.

You specify the criteria (rules) in the Query Builder on the NetBackup policy Clients

tab. NetBackup creates a list of the virtual machines that currently meet the rules
and adds those virtual machines to the backup.

This feature is called the VMware Intelligent Policy.

Automatic selection of virtual machines has the following advantages:

Simplifies the policy configuration for sites with large virtual environments.
You do not need to manually select virtual machines from a long list of hosts:
NetBackup selects all the virtual machines that meet the selection rules in the
policy's Query Builder.

Allows the backup list to stay up-to-date with changes in the virtual environment.
Eliminates the need to revise the backup list whenever a virtual machine is
added or removed.

Virtual machine selection takes place dynamically at the time of the backup.

Examples of automatic virtual machine selection are the following:
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Table 6-1 Examples for automatic virtual machine selection

Example

Description

Add new virtual machines

At the next backup, the policy can automatically
discover the virtual machines that have recently
been added to the environment. If the virtual
machines match the query rules that you configure
in the policy, they are automatically backed up.

Limit the backup list to the virtual
machines that are currently turned on

If some of your virtual machines are occasionally
turned off, NetBackup can be configured to
automatically exclude those from the backup list.
Among the virtual machines it discovers,
NetBackup backs up only the virtual machines that
are turned on.

Back up virtual machines based on
physical boundaries

Examples of physical boundaries are vCenter
servers, ESX servers, datastores, and clusters.
For example, a query rule can select all the virtual
machines in a particular ESX server, so the policy
backs up only those virtual machines.

Back up virtual machines based on
logical boundaries

Examples of logical boundaries are folders, vApps,
templates, and resource pools. For example, a
query rule can select all the virtual machines in a
particular folder, so the policy backs up only those
virtual machines.

Back up virtual machines based on
VMware tags

NetBackup can include or exclude virtual machines
based on the user assigned tags.

Support and use of VMware tag associations

NetBackup supports using VMware tags for virtual machine selection. You use this
feature when you configure VMware Intelligent Policies to protect virtual machines.

More information about this feature is available.

See “Notes and limitations for tag usage in VMware Intelligent Policy queries”

on page 42.

See “Query rules for tags” on page 112.

NetBackup also supports the backup and restore of VMware tag associations with

virtual machines when you use VMware Intelligent Policies. The tag association

metadata for all tags that are associated with a virtual machine are backed up with

that virtual machine. If those tags exist on the vCenter Server, they are recreated

when the virtual machine is restored. More information about this feature is available.
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See “Notes and limitations for the backup and restore of VMware tag associations”
on page 43.

See “How NetBackup handles VMware tag associations at restore” on page 200.

The basics of a NetBackup query rule

For automatic virtual machine selection, NetBackup uses query rules to determine
which VMware virtual machines to select for backup. You create the rules in the
Query Builder, on the Clients tab of the policy.

A query rule consists of the following:

A keyword, such as Displayname or Datacenter (many keywords are available).
For example: For automatic selection of the virtual machines with the display
names that contain certain characters, you need the Displayname keyword in
the rule.

An operator, such as Contains, StartsWith, or Equal.

The operator describes how NetBackup analyzes the keyword. For example:
Displayname StartsWith tells NetBackup to look for the display names that
start with particular characters.

Values for the keyword.

For the Displayname keyword, a value might be "prod". In that case, NetBackup
looks for the virtual machines that have the display names that include the
characters prod.

An optional joining element (AND, AND NOT, OR, OR NOT) to refine or expand
the query.

The policy uses these elements to discover and select virtual machines for backup.

Table 6-2 contains the examples of rules.

Table 6-2 Examples of rules

Rule Description

Displayname Contains "vm" | NetBackup selects the virtual machines that have the

characters vm anywhere in their display names.

Displayname EndsWith "vm" | NetBackup selects the virtual machines that have the

characters vm at the end of their display names.

Datacenter AnyOf NetBackup selects the virtual machines that use
"datacenterl", "datacenter2" | datacenter1 or datacenter2.
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Table 6-2 Examples of rules (continued)

Rule Description

Powerstate Equal poweredOn | NetBackup selects only the virtual machines that are

currently turned on.

Powerstate Equal poweredOn | NetBackup selects only virtual machines that are
AND Tag Equal "Production" |currently powered on with the "Production” tag.

Important notes on automatic virtual machine

selection

The Virtual Machine Intelligent Policy feature in NetBackup is a different approach
to VMware virtual machine selection in the policy. It represents a paradigm shift in
the way you select virtual machines for backup. As with all major changes, the
effective use of this feature requires forethought, preparation, and care.

Table 6-3 Important notes on automatic virtual machine selection!

Note!

Explanation

Create rules carefully....

Instead of manually selecting virtual machines for backup, you create guidelines for
automatic selection of virtual machines. The guidelines are called rules; you enter the
rules in the policy's Query Builder.

You make the rules, and NetBackup follows them.

If the rules state: Back up all virtual machines with a host name that contains "prod",
NetBackup does that. Any virtual machine that is added to the environment with a host
name containing "prod" is automatically selected and backed up when the policy runs.
Virtual machines with the names that do not contain "prod" are not backed up. To have
other virtual machines automatically backed up, you must change the query rules (or
create additional policies).

Changes to the virtual
environment can affect
backup times.

If many virtual machines are temporarily added to your environment and happen to fall
within the scope of the query rules, they are backed up. The backups can therefore
run much longer than expected.

90



Table 6-3

Configure a VMware Intelligent Policy
Important notes on automatic virtual machine selection

Important notes on automatic virtual machine selection!
(continued)

Note!

Explanation

Test the query rules.

Test the query rules ahead of time. The policy includes a Test Query function for that
purpose. It's important to verify that your query operates as expected. Otherwise, the
query may inadvertently select too many or too few virtual machines.

As an alternative, you can use the nbdiscover command to test a query. Refer to
the NetBackup Commands Reference Guide.

Note also: The policy's Primary VM identifier parameter can affect the automatic
selection process.

See “Effect of Primary VM identifier parameter on Selection column in Test Query
results” on page 125.

A query test does not create
the backup list. NetBackup
creates the backup list when
the backup runs.

Query test
Backup
list
Backup
execution

The automatic selection process is dynamic. Changes in the virtual environment may
affect which virtual machines the query rules choose when the backup runs.

Note: If virtual machine changes occur, the virtual machines that are selected for
backup may not be identical to those listed in your query test results.

The policy does not display a
list of the virtual machines
that are to be backed up.

Use the Activity Monitor or
OpsCenter.

If you select virtual machines manually (with the Browse for Virtual machines screen),
the selected virtual machines are listed on the policy Clients tab. But when you use
the Query Builder for automatic selection, the selected virtual machines are not listed
on the Clients tab.

For a list of the backed up virtual machines, use the NetBackup Activity Monitor or the
OpsCenter web interface.

See “Using the Activity Monitor to monitor virtual machine backups” on page 134.

See “Using OpsCenter to report on virtual machine backups” on page 139.
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Table 6-3 Important notes on automatic virtual machine selection!

(continued)

Note!

Explanation

When you save the policy, the
query rules are not validated.

B

Policy

When you save a policy, policy validation does not consult the query rules and select
virtual machines for backup. Because of the potential for changes in the virtual
environment, virtual machine selection must wait until the backup runs. As a result,
when you save the policy, NetBackup does not check the policy attributes against a
backup list. If the query rules select the virtual machines that are incompatible with a
policy attribute, policy validation cannot flag that fact. The incompatibility becomes
apparent when NetBackup determines the backup list at the time of the backup.

Take for example a policy that is configured for Enable block-level incremental
backup (BLIB). BLIB works only with ESX 4.0 virtual machines at version vmx-07 or
later. If the query rules select a virtual machine at a version earlier than vmx-07, the
policy cannot back up that virtual machine. The mismatch between the policy and the
virtual machine is revealed when the backup runs, not when the policy is validated.
The Activity Monitor's job details log indicates which virtual machines can or cannot
be backed up.

NetBackup requirements for automatic virtual
machine selection

Note the following requirements for automatic selection of VMware virtual machines:

= The system where the NetBackup Administration Console runs must have access
to the vCenter server.

= Automatic virtual machine selection requires no additional license beyond the
NetBackup Enterprise Client license.

= In NetBackup 7.6 and later, automatic virtual machine selection is required for
backups in vCloud Director or for Replication Director for VMware.

= To function correctly, certain Field keywords in the Query Builder require vSphere
4.0 or later or vCloud Director 5.1 or later.

See the following tables.
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Table 6-4 Minimum vCloud Director version for Query Builder keywords
added in NetBackup 7.6

Field keywords in Query Builder Minimum version of vCloud Director
required
vCDCatalog vCloud Director 5.1

vCDIsExpired
vCDIsvAppTemplate
vCDOrg
vCDOrgvDC
vCDServer

vCDvApp

Table 6-5 Minimum vSphere version for Query Builder keywords added in
NetBackup 7.5

Field keywords in Query Builder Minimum version of vSphere required

DatastoreFolder vSphere 4.0
DatastoreNFSHost
DatastoreNFSPath
DatastoreType
NetworkFolder
VMXDatastoreFolder
VMXDatastoreNFSHost
VMXDatastoreNFSPath
VMXDatastoreType

DatastoreCluster vSphere 5.0

All other keywords have the same vSphere requirements as NetBackup for vStorage.
See the "Virtual Systems Compatibility" section of the NetBackup Enterprise Server
and Server OS Software Compatibility lists, available from this location:

http://www.veritas.com/docs/000033647

93


http://www.veritas.com/docs/000033647

Configure a VMware Intelligent Policy
Automatic virtual machine selection: Task overview

Automatic virtual machine selection: Task

overview

This topic is a high-level overview of how to set up a NetBackup policy for automatic
selection of VMware virtual machines. Follow the links in the table for more details.

Table 6-6

Automatic selection of virtual machines: overview of the tasks

Steps to configure automatic
selection

Description and notes

Configure a VMware policy

Use the policy Attributes tab.

See “Configuring a VMware policy from the Policies utility” on page 57.

Set rules for virtual machine selection
in the policy Query Builder

On the policy Clients tab, click Select automatically through VMware
Intelligent Policy query.

Choose a host for virtual machine selection (default is the VMware backup
host).

To add rules, use the Query Builder drop-down fields.
See “Configuring automatic virtual machine selection” on page 97.

See “Options for selecting VMware virtual machines” on page 95.

Test the rules

Click Test Query in the Query Builder on the Clients tab. Virtual machines
are labeled as included or excluded, based on the rules.

Note: The list of virtual machines is not saved in the Clients tab.

Note: The query rules are also displayed in the Backup Selections tab. The
backup selections are pre-set to All_LOCAL_DRIVES (not displayed).

As an alternative, you can use the nbdiscover command to test a query.
Refer to the NetBackup Commands Reference Guide.

Execute a backup

When the policy executes, NetBackup consults the rules in the Query Builder,
creates a list of virtual machines, and backs them up.

Check the backup

To see which virtual machines were backed up, use the Activity Monitor, or
run a Virtual Client Summary report in OpsCenter.

See “Using the Activity Monitor to monitor virtual machine backups” on page 134.

See “Using OpsCenter to report on virtual machine backups” on page 139.
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Options for selecting VMware virtual machines

This topic describes the options on the policy Clients tab, or in the Backup Policy
Wizard.

You can use these options to manually select virtual machines, or to configure
NetBackup to select virtual machines automatically. For automatic selection, you
specify the selection criteria (rules) in the policy's Query Builder. When the backup
job runs, NetBackup discovers the virtual machines that currently meet the criteria
and backs up those virtual machines.

A procedure is available.

See “Configuring automatic virtual machine selection” on page 97.

Table 6-7 Virtual machine selection

Option

Description

Select manually

Click this option and click New to manually enter virtual machines names, or to browse and
select them from a list.

See “Browse for VMware Virtual Machines” on page 76.

Note: The rest of the fields and options are for automatic selection of virtual machines.

Select automatically
through VMware
Intelligent Policy

query

Click this option to allow NetBackup to automatically select virtual machines for backup based
on the rules that you enter in the Query Builder.

Enable vCloud
Director integration

Enables backup of the virtual machines that reside in a vCloud environment. Requires the
automatic selection of virtual machines.

With this option, the policy selects for backup only the virtual machines that vCloud manages:
it skips the virtual machines that are not in vCloud.

NetBackup host to
perform automatic
virtual machine
selection

This host discovers virtual machines and automatically selects them for backup based on
your query rules. The resulting list determines which virtual machines are backed up.

To designate your media servers as discovery hosts, select Backup Media Server from the
pull-down.
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Table 6-8 Query Builder

Option

Description

Query Builder (Join,
Field, Operator,
Values)

Use these pull-down fields to define rules for automatic selection of virtual machines. From
left to right, each pull-down further defines the rule.

Click the plus sign to add the rule to the Query pane.
Click the reset icon (curved arrow) to blank out the pull-down fields.
See “Query Builder field reference” on page 113.

See “Examples for the NetBackup Query Builder” on page 104.

Advanced Mode

Places the Query Builder in Advanced Mode for manual entry of rules.
See “Using the Query Builder in Advanced Mode” on page 102.
See “Query Builder field reference” on page 113.

See “Examples for the NetBackup Query Builder” on page 104.

Basic Mode Returns the Query Builder from Advanced Mode to Basic Mode.
See “Query Builder field reference” on page 113.
Edit Use this option to change an existing query rule when in Basic Mode, as follows:
n Click the rule and then click Edit.
= Make new selections in the Query Builder pull-down fields.
» Click the save option (diskette icon).
Remove Deletes a query rule when in Basic Mode. Click on the rule and then click Remove.
Test Query... Click this option to test which virtual machines NetBackup selects based on the rules in the

Query Builder.

Note: This test option does not create the backup list for the policy. When the next backup
runs from this policy, NetBackup re-discovers virtual machines and consults the query rules.
At that time, NetBackup backs up the virtual machines that match the rules.

See “Test Query screen for VMware” on page 122.

As an alternative, you can use the nbdiscover command to test a query. Refer to the
NetBackup Commands Reference Guide.
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Table 6-8 Query Builder (continued)

Option Description

Reuse VM selection | Sets the refresh rate of an internal cache of the query results. NetBackup uses the cache to

query results for: determine which virtual machines to select at the time of the backup. The cache speeds up
the selection of virtual machines without burdening the vCenter server at each scheduled
backup.

A faster cache refresh rate synchronizes the cache with the changes recorded in vCenter,
such as the addition or removal of virtual machines. However, each cache refresh consumes
vCenter resources.

With a slower refresh rate, new virtual machines may not be included immediately in the next
backup. New or changed virtual machines are included when the cache is refreshed. Note
that fewer vCenter resources are consumed with a slower refresh rate.

The default is 8 hours. For 8 hours, NetBackup uses the cache and does not attempt to
rediscover virtual machines. Changes to the virtual environment do not affect the cache
during that period. After 8 hours, the next execution of the policy causes NetBackup to
rediscover virtual machines. If any changes match a rule in the query, the list of selected
virtual machines is modified accordingly.

Note: The cache is refreshed before the next scheduled backup whenever the policy is
changed and saved.

More information is available on the Reuse VM selection query results for: option:

See “About the Reuse VM selection query results option” on page 343.

Configuring automatic virtual machine selection

NetBackup can automatically select VMware virtual machines for backup based on
the criteria that you enter. You specify the criteria (rules) in the Query Builder on
the NetBackup policy Clients tab. You can set up rules to include certain virtual
machines for backup, or to exclude virtual machines.

When the backup job runs, NetBackup creates a list of the virtual machines that
currently meet the query rules and backs them up.

The following is the policy Clients tab with Select automatically through VMware
Intelligent Policy query selected.
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Figure 6-1 Policy Clients tab for automatic selection of virtual machines

® Change Policy - VMw x
B server: laveritas.com
Attributes r@ Schedules r%chents r Backup Selections r ‘j VMware

Virtual Machines for backup:
( Select manually

(@ Select automatically through VMware Intelligent Policy guery

["] Enable vCloud Director integration

NetBackup host to perform automatic virtual machine selection: |Baclu|p Media Server

Query Builder
Join: Field: Operator: Value(s):
] s &l
Query (Basic Mode)
Query
Advanced Mode Edit
Test query to view results. VMs selected for backup may vary with any change in the virtual environment. Test Query...
: =

Reuse VM selection query results for: 2 | | |||0|_|r5 |v‘

| 0K H Cancel H Help

The Query Builder can operate in Basic Mode or in Advanced Mode.
To configure automatic virtual machine selection in Basic Mode
1 On the policy Attributes tab, select VMware for the policy type.
2 On the policy VMware tab, select a VMware backup host.
Review the other options on the VMware tab.
See “Backup options on the VMware tab” on page 61.
3 Make other policy selections as needed (for example, create a Schedule).

Click the Clients tab, and click Select automatically through VMware
Intelligent Policy query.

If you selected virtual machines manually in the Browse for Virtual Machines
dialog, those virtual machines are removed from the policy.
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To back up virtual machines in vCloud Director, click Enable vCloud Director
integration.

More information is available on backups and restores into vCloud.

See “About NetBackup for vCloud Director” on page 232.

Note: Enable vCloud Director integration makes several vCloud Director
keywords available in the policy Query Builder Field, for rule-based selection
of virtual machines. If this option is not selected, NetBackup cannot use the
vCloud keywords to locate virtual machines in vCloud Director, and the backup
fails.
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To create a rule, make selections from the pull-down menus.

For the first rule, you can start with the Field pull-down, depending on the type
of rule. (For the first rule, the only selections available for the Join field are
blank (none), or NOT.)

Query Builder
Join: Field: Operator: Value(s):
[ |[setect M| -] =] [e[2]
MNetworkFolder =
Query (Basic Mq{Powerstate
Resourcepool Query
Tag =
Template .
vApp
vCenter
vCenterVersion E
Then make a selection for Operator:
Query Builder
Join: Field: Operator: alue(s):
|| [powerstate - || select [v] [B]
Equal
Query (Basic Mode) \|NotEqual

Query

For the Value(s) field: Click the folder icon to browse for values, enter the value
manually, or in some cases use the Value(s) drop-down (as in this example).
The characters you enter manually in the Values field must be enclosed in
single quotes or double quotes. Note that browsing for values may take some
time in large virtual environments.

See “Query Builder field reference” on page 113.

Query Builder
Join: Field: Operator: Value(s):
|V||Powerslale |VHEquaI ‘v-|p|mere|10n |v |q}|@‘
Query (Basic Mode)
Query

Click the plus sign to add the rule to the Query pane.

Query Builder

Join: Field: Operator: Value(s): —
[solect [ [seloct =] -] [®]

Query (Basic Mode)

[ Query

l Powerstate Equal puweredOnI
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Create more rules as needed.
See “Query Builder field reference” on page 113.
See “Examples for the NetBackup Query Builder” on page 104.

To see which virtual machines NetBackup currently selects based on your
query, click Test Query.

On the Test Query screen, the Virtual machines in your current environment
that match the rules for selection in the policy are labeled INCLUDED. Note
however that the Test Query option does not create the backup list for the
policy. When the next backup runs from this policy, NetBackup re-discovers
virtual machines and consults the query rules. At that time, NetBackup backs
up the virtual machines that match the query rules.

The list of virtual machines is saved but the virtual machines are not displayed
in the policy's Clients tab.

See “Test Query screen for VMware” on page 122.

You can specify how long NetBackup uses the latest query results as the
backup list for future executions of the policy. Set the time period in Reuse VM
selection query results for.

The default is 8 hours.
More information is available on this setting:
See “About the Reuse VM selection query results option” on page 343.

To create queries manually instead of using the pull-down menus, click
Advanced Mode.

See “Using the Query Builder in Advanced Mode” on page 102.

Editing an existing query in Basic Mode

To edit an existing query in Basic Mode

1
2
3
4

Click on the query rule you want to change and click Edit.
Make selections in the pull-down menus.
Click the save option (diskette icon).

To delete a rule, click on it and click Remove.

See “Using the Query Builder in Advanced Mode” on page 102.
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Using the Query Builder in Advanced Mode

The Query Builder's Advanced Mode provides more flexibility in crafting rules for
virtual machine selection, including the use of parentheses for grouping.

To use the Query Builder in Advanced Mode

1

a ~h WODN

Set up a VMware policy and specify a VMware backup host or backup media
server.

For assistance, you can refer to the first few steps of the following procedure:
See “Configuring automatic virtual machine selection” on page 97.

Click the Clients tab.

Click Select automatically through VMware Intelligent Policy query.
Beneath the Query Builder pane, click Advanced Mode.

You can use the Query Builder drop-down menus to add query rules. You can
also type in rules manually.

Here are a few example queries:
VMFolder Contains "mango"
Datastore StartsWith "Acc" OR Datastore StartsWith "Prod"

vCenter Contains "ROS" AND ESXserver Equal "VM testl" AND

Powerstate Equal poweredOn

To insert a rule between existing rules, place the cursor where you want the
new rule to start and type it in.

When you create a rule with the drown-down menus, it appears at the end of
the query. You can cut and paste it into the proper location.

To establish the proper order of evaluation in compound queries, use
parentheses to group rules as needed. Compound queries contain two or more
rules, joined by AND, AND NOT, OR, or OR NOT.

More information is available on the use of parentheses and on the order of
precedence.

See “AND vs. OR in queries” on page 103.
See “Order of operations in queries (precedence rules)” on page 107.

See “Parentheses in compound queries” on page 109.
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AND vs. OR in queries

The Join field in the Query Builder provides connectors for joining rules (AND, AND
NOT, OR, OR NOT). The effect of AND versus OR in the Query Builder may not
be obvious at first glance.

In essence, AND and OR work in this way:

= AND limits or restricts the scope of the query.

= OR opens up the query to an additional possibility, expanding the scope of the
query.

Note: Do not use AND to join the rules that are intended to include additional virtual
machines in the backup list. For instance, AND cannot be used to mean "include
virtual machine X AND virtual machine Y."

For example: To include the virtual machines that have either "vm1" or "vm2" in
their names, use OR to join the rules:

Displayname Contains "vml"

OR Displayname Contains "wvm2"
If you use AND to join these rules:

Displayname Contains "wvml"

AND Displayname Contains "wvm2"

the result is different: the backup list includes only the virtual machines that have
both vm1 and vm2 in their names (such as "acmevm1vm2"). A virtual machine with
the name "acmevm1" is not included in the backup.

Table 6-9 provides the examples with AND and OR.

Table 6-9 Queries with AND, OR
Query Description
Displayname Contains "vm1" This query selects any virtual machine that has either vm1 or vm2 in its

OR Displayname Contains "vm2"

display name. For example, this query selects both "seabizvm1" and
"seabizvm?2" for backup.

vCenter Equal "vCenterServer_1" This query is very specific. Virtual machines with the host names that contain

AND Datacenter Equal "dc_A"
AND ESXserver Equal "prod"

"manu" are included in the backup only if: they reside in vCenter server
"vCenterServer_1", datacenter "dc_A", and ESX server "prod".

The virtual machines that do not reside in that hierarchy are not included.

AND VMHostName Contains "manu” | For example: if a virtual machine resides in "vCenterServer_1" and datacenter

"dc_A", but not in ESX server "prod", that virtual machine is not included.
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Table 6-9 Queries with AND, OR (continued)
Query Description
vCenter Equal "vCenterServer_1" This query uses the same keywords and values, but combines them with

OR Datacenter Equal "dc_A"
OR ESXserver Equal "prod"

OR VMHostName Contains "manu"

OR. The result may be a much larger list of virtual machines.
A virtual machine that meets any of these rules is included:

= Any virtual machines in vCenter "vCenterServer_1". Their host names,
datacenter, or ESX server do not matter.

= Any virtual machines in datacenter "dc_A". Their host names or server
do not matter.

= Any virtual machines in ESXserver "prod". Their host names, datacenter,
or vCenter server do not matter.

= Any virtual machines with a host name that contains "manu". Their server
or datacenter do not matter.

Examples for the NetBackup Query Builder

The following table provides example query rules.

To use the Query Builder, you must click Select automatically through VMware
Intelligent Policy query on the Clients tab.

Table 6-10 Query Builder examples

Example query

Query result when backup job executes

No query rules specified (Query pane is empty)

All virtual machines are added to the backup list. Exceptions are
those that do not have a host name, or that have invalid characters
in the display name.

See “Effect of Primary VM identifier parameter on Selection column
in Test Query results” on page 125.

Displayname Contains "prod"

All virtual machines with the display names that contain the string
"prod" are added to the backup list.

See “Effect of Primary VM identifier parameter on Selection column
in Test Query results” on page 125.

powerstate Equal "poweredOn"

Any virtual machine that is turned on is added to the backup list.

VMGuestOS Equal "windows7Guest"

All virtual machines with a guest OS of Windows 7 are added to the
backup list.
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Table 6-10 Query Builder examples (continued)

Example query

Query result when backup job executes

DisplayName AnyOf "grayfox7”,"grayfox9"

The virtual machines named "grayfox7”and "grayfox9" are added to
the backup list. (Note that each value must be enclosed in its own
quotes, with a comma in between.)

powerstate Equal "poweredOn"
AND Datastore Equal "Storage_1"
AND VMGuestOS Equal "rhel4Guest"

In datastore Storage_1: any virtual machine that is turned on and
has a guest OS of Red Hat Linux 4 is added to the backup list.

vCenter Equal "vCenterServer_1"

AND ESXserver Contains "prod"

In the vCenter server vCenterServer_1, virtual machines that are in
ESX servers with names containing "prod" are added to the backup
list.

Cluster Equal "VMcluster_1"

AND ESXserver AnyOf
"ESX_1","ESX_2","ESX_3"

AND VMHostName Contains "Finance"

In cluster VMcluster_1, all virtual machines with the host names that
contain "Finance", in ESX servers ESX_1, ESX_2, ESX_3, are added
to the backup list.

VMFolder StartsWith "Prod"
OR VMFolder NotEqual "VM_test"

For any folder whose name starts with "Prod" or whose name is not
"VM_test", add its virtual machines to the backup list.

Examples with IsSet

See “The IsSet operator in queries” on page 105.

Datacenter Contains "prod" AND Tag Equal
"Finance"

This query selects any virtual machine where the Datacenter contains
"prod" and the user-specified tag is "Finance".

Datacenter Equal "prod" AND NOT Tag Equal
"Test"

Selects virtual machines where Datacenter is "prod" but excludes
any virtual machines that have the user-specified tag "Test".

Click Advanced to see the query rule in Advanced Mode. Only Advanced Mode
supports the use of parentheses for grouping sets of rules.

See “Using the Query Builder in Advanced Mode” on page 102.

The IsSet operator in queries

In a query, you can use the IsSet operator to ensure that certain virtual machines
are included or excluded from the backup.

For example: if the Primary VM identifier parameter is set to VM hostname,
NetBackup is unable to identify virtual machines for backup that do not have a host
name. You can use IsSet to exclude such virtual machines from the backup list.
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Examples of queries with the IsSet operator

Query rules with IsSet operator

Effect of the query on virtual machine selection

Cluster Contains "dev"

AND VMDNSName IsSet

INCLUDED: Any virtual machine in a cluster that has a name that contains
the string "dev" if the virtual machine also has a VMware DNS name.

EXCLUDED: Any virtual machines that do not have a VMware DNS Name.

Without VMDNSName IsSet in this query, virtual machines without a DNS
name cannot be excluded. They would be listed as FAILED.

Displayname Contains "prod"

AND VMHostName IsSet

INCLUDED: Any virtual machine with a display name that contains the string
"prod" if the virtual machine also has a host name.

EXCLUDED: Any virtual machines that do not have host names.

Without VMHostName IsSet in this query, virtual machines without a host
name cannot be excluded. They would be listed as FAILED.

The policy's Primary VM identifier parameter has an important effect on which
virtual machines NetBackup can back up. This parameter affects the test query

results.

See “Effect of Primary VM identifier parameter on Selection column in Test Query

results” on page 125.

About selecting virtual machines by means of

multiple policies

If your virtual environment has many virtual machines with inconsistent naming

conventions, you may need multiple policies working in tandem. It may be difficult
to create a single policy that automatically selects all the virtual machines that you

want to back up.

For this situation, configure several policies such that each policy backs up a portion
of the environment. One policy backs up a particular set or group of virtual machines,

such as those that have host names. A second policy backs up a different group

of virtual machines that were not backed up by the first policy, and so forth. When

all the policies have run, all the virtual machines are backed up.

The following table describes the policies that are designed to back up the virtual

environment in three phases. Note that each policy relies on a different setting for

the Primary VM identifier parameter.
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Table 6-12 Three policies that back up virtual machines in phases
Policy Query Builder rules Backup result
First policy VMHostName IsSet This policy backs up all virtual machines that have a

Primary VM identifier
parameter: VM hostname

host name. Any virtual machines that do not have a
host name are excluded from the backup.

Second policy

Primary VM identifier
parameter: VM display name

NOT VMHostName IsSet

AND VMHasVDSName Equal
'TRUE'

This policy backs up all virtual machines that do not
have a host name but that do have a valid display name.
Any virtual machines that do not have a host name or
a valid display name are excluded from the backup.

See “NetBackup character restrictions for virtual
machine display names and other vSphere objects”
on page 39.

Third policy

Primary VM identifier
parameter: VM UUID

NOT VMHostName IsSet

AND NOT VMHasVDSName
Equal 'TRUE'

This policy backs up the virtual machines that were not
backed up by the first two policies. This policy selects
the virtual machines that do not have a host name or a
valid display name, but that do have a UUID.

More information is available on the Primary VM identifier parameter and its effect

on virtual machine selection.

See “Effect of Primary VM identifier parameter on Selection column in Test Query

results” on page 125.

Order of operations in queries (precedence rules)

The information in this topic is for advanced users who understand precedence in
programming languages. In the Query Builder, the order in which operations occur

can determine which virtual machines are selected and backed up.

The following table lists the order of operations, or precedence, from highest to

lowest (7 is the highest). For example, an operation with a precedence of 6 (such

as Contains) is evaluated before an operation with a precedence of 5 (such as

Greater).

Table 6-13 Order of operations
Operation Description Precedence
Ix Produces the value 0 if x is true (nonzero) and |7

the value 1 if x is false (0).

x Contains y

Does y exist somewhere in x 6
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Table 6-13 Order of operations (continued)
Operation Description Precedence
x StartsWith y Does x start with y 6
x EndsWith y Does x end with y 6
x AnyOf list Does x appear in list 6
x Greater y Is x greater than y 5
x GreaterEqual y Is x greater than or equal to y 5
X Lessy Is x less than y 5
x LessEqual y Is x less than or equal to y 5
x Equal y Isx equaltoy 4
x NotEqual y Is x not equal to y 4
Not x operator produces the value 0 if x is true 3
(nonzero) and the value 1 if x is false (0).
xAnd y True if both x and y are true 2
xORYy True if either x or y are true 1

Note the following:

AND has a higher precedence than OR.

In the Query Builder's Advanced Mode, you can use parentheses to change the
order of evaluation in the rules that use AND or OR.
See “Parentheses in compound queries” on page 109.

In the Query Builder's Advanced Mode, you can combine two or more operations
in a single rule without AND or OR to join them. Precedence determines the
order in which the operations are evaluated within the rule.

Example of a rule that includes three operations:

Displayname StartsWith “L” NotEqual Displayname contains “x”

This rule selects the following virtual machines:

Virtual machines with the names that start with L.

Virtual machines with the names that do not start with L but that do contain x.
Explanation: The StartsWith and Contains operations have a precedence of 6,
whereas NotEqual has a lower precedence of 3. Starting on the left, the
StartsWith operation is evaluated first and the Contains operation is evaluated
next. The last operation to be evaluated is Not Equal.

108



Configure a VMware Intelligent Policy | 109
Parentheses in compound queries

See “Using the Query Builder in Advanced Mode” on page 102.

Parentheses in compound queries

You can use the Query Builder to make precise queries containing as many rules
as necessary to identify the appropriate virtual machines. In a query such as
powerstate Equal "poweredOn", the result of the query is easy to predict: only the
virtual machines that are turned on are included in the backup. But if several rules
are combined with AND and OR, the result may not be obvious. This kind of query
is called a compound query. Compound queries contain two or more rules, joined
by AND, AND NOT, OR, or OR NOT.

The order in which the Query Builder evaluates compound rules affects the outcome
of the query. Grouping the rules with parentheses can change the order of evaluation
and thus the outcome of the query.

The examples in the following table demonstrate how the Query Builder evaluates
compound queries with and without parentheses.

Note: Only the Query Builder's Advanced Mode supports the use of parentheses.

Table 6-14

Examples of compound queries with and without parentheses

Example query

The following virtual machines are selected

ESXServer Equal "ESX001" OR Folder
Equal "FolderEngA" AND powerstate
Equal ON

All virtual machines under ESX001 (regardless of power state), and virtual
machines under FolderEngA that are turned on

To select only the virtual machines that are turned on in the ESX server and
in the folder, use parentheses (see next example).

(ESXServer Equal "ESX001" OR Folder
Equal "FolderEngA") AND powerstate
Equal ON

All the virtual machines that are turned on in ESX001 and in FolderEngA.

Query rules for resource pools

If the resource pool that you query is nested, the choice of Operator determines
which virtual machines in the resource pool hierarchy are discovered.

For example, assume the following hierarchy of resource pools that contain virtual

machines:

Res/ResourcePool 1

VM1
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VM2
/ResourcePool_ 2
VM3
VM4
/ResourcePool_ 3
VM5
VM6

where ResourcePool_1 contains virtual machines VM1 and VM2, and so forth.

The following table shows the query results with the Contains, Equal, StartsWith,
and EndsWith operators. (Other operators can be used.)

Note: If you want the query to include all virtual machines in a hierarchy of nested
resource pools, do not use Equal as the Operator.

Table 6-15 Example rules for nested resource pools
Query rule Included virtual machines
Resourcepool Contains "Res/ResourcePool_1" Includes all the virtual machines in the three resource

pools (VM1 through VM6).

Resourcepool Equal "Res/ResourcePool_1" Includes only the virtual machines that are in
ResourcePool_1 (VM1, VM2). Virtual machines in the
sub-pools are not included (VM3 through VM®6).

Resourcepool Equal "Res/ResourcePool_1/ResourcePool_2" | Includes only the virtual machines that are in
ResourcePool_2 (VM3, VM4).

Resourcepool StartsWith "Res/ResourcePool" Includes all the virtual machines in the three resource
pools (VM1 through VMB6).

Resourcepool StartsWith Includes only the virtual machines that are in
"Res/ResourcePool_1/ResourcePool_2" ResourcePool_2 and 3. Virtual machines in
ResourcePool_1 are not included.

Resourcepool EndsWith "ResourcePool_2" Includes the virtual machines in ResourcePool_2 (VM3,
VM4) but not in ResourcePool_1 or 3.

These examples also apply to host folders.

See “Query rules for datacenter folders (host folder)” on page 111.
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Query rules for datacenter folders (host folder)

In NetBackup terminology, a host folder is a folder that has been defined within a
VMware datacenter. A host folder can contain ESX servers or clusters, as well as
other folders. For example:

Folder 1

ESX1

ESX2

subfolder A
ESX3
ESX4

subfolder B
ESX 5
ESX 6

If you want NetBackup to select all the virtual machines within the top-level folder
and any subfolders, use the Contains or StartsWith operator. For example:

HostFolder Contains "Folder_1"

Note: If you want the query to include all virtual machines in the hierarchy of folders,
do not use Equal as the Operator.

If you want NetBackup to select the virtual machines within a subfolder only (such
as subfolder_A), use the Contains or Equal operator. For example:

HostFolder Equal "Folder_1/subfolder A"

In this case, NetBackup includes only the virtual machines that reside on servers
ESX3 and ESX4.

For host folders, these operators work the same as they do for resource pools. For
further query builder examples, refer to the following topic (substitute host folder
for resource pool in the examples):

See “Query rules for resource pools” on page 109.

Note: If an ESX cluster is not contained within a folder and you click the browse
for values button: The ESX cluster name appears in the Select From List dialog.

Query rules for duplicate names

If you have clusters, datastores, or virtual machine display names that have
duplicates elsewhere in your virtual environment, note: The query rules must specify
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the parent datacenter or host folder to avoid conflicts during discovery. (A host
folder is one that has been defined within a datacenter.)

Take the following example of duplicate virtual machine names:

Folder 1
ESXi prod
VM 1
Folder 2
ESXi mrkt

VM 1

To back up ESxi_prod/vM_1 but not Esxi mrkt/vM 1, use the following query:

HostFolder Equal "Folder 1"
AND ESXserver Equal "ESXi prod"
AND Displayname Equal "VM 1"

To back up only Esxi_mrkt/vM 1, use the following query:

HostFolder Equal "Folder 2"
AND ESXserver Equal "ESXi mrkt"
AND Displayname Equal "VM 1"

Note: To back up both of these virtual machines from the same policy, include both
of these rules in the policy, as follows:

Query Builder
Join; Field: Operator: Value(s):
Select ‘VHSe\ect |'H

Query (Basic Mode)

Query

HostFolder Equal "Folder_1"

IAND ESXserver Equal "ESXi_prod™
\AMND Displayname Equal "VM_1"
OR HostFolder Equal "Folder_2"
AND ESXserver Equal "ESXi_mkrt”
IAND Displayname Equal "ViM_1"

Instead of Equal, you can use other field values, such as contains.

See “Query rules for datacenter folders (host folder)” on page 111.

Query rules for tags

Be aware of the following rules when you use tags in your queries:

= If you use VMware tags, you can base your backup selections on these tags.
Be aware these tags are case-sensitive, so un1x is different from unix.
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= When NetBackup uses tags to select virtual machines, the selection is based
only on tag names. The selection is independent of the category.
Example:

m Virtual machine 1 has a user-specified tag Hr from the category

production.

» Virtual machine 2 has a user-specified tag Hr from the category test.
Queries that select virtual machines with the tag =r select both virtual machines.

» NetBackup uses a different VMware interface to access tag information from
vCenter Servers than is used for other query fields. Therefore, tag related calls
to the vCenter Server execute only if they are required. Calls are skipped if the
query is satisfied without the tag information. NetBackup only collects this
information once per vCenter Server. NetBackup collects tag metadata as part
of virtual machine backup, but it collects tag metadata only from those vCenter
Servers for which a virtual machine is selected. If no virtual machine is selected
from a vCenter Server and tags are not used in the query then tag metadata is
not collected from that vCenter Server.

s Example 1: Tag Equal "Production" OR Powerstate Equal poweredOn

s Example 2: powerstate Equal poweredOn OR Tag Equal "Production"
In Example 1, NetBackup retrieves virtual machine data as well as tag data from
each virtual server for which it has credentials.

In Example 2, NetBackup retrieves virtual machine data for each virtual server
for which it has credentials. But NetBackup only needs to retrieve tag data for
virtual machines where the powerstate is not equal to poweredon.

Query Builder field reference

Table 6-16 describes the drop-down fields and options for creating rules in the
Query Builder.

Table 6-16 Query Builder drop-down options: Join, Field, Operator, Value(s)
Query Builder | Description

drop-down

fields

Join Selects a connector to join rules.

For the first rule, choices are blank (none) or NOT. After you add a rule,
the available connectors are AND, AND NOT, OR, OR NOT.
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Table 6-16 Query Builder drop-down options: Join, Field, Operator, Value(s)

(continued)

Query Builder |Description

drop-down

fields

Field Selects a parameter on which to build the rule. Select one from the list
(scroll down for additional parameters).
You can type the first character to speed up selection. For example,
on entering “d”, the list moves to first entry starting with "d". Another
entry of "d" moves through the list to the next entry starting with "d".
The selected entry is automatically filled in.
See Table 6-17 on page 115.

Operator Selects an operator. The available operators depend on the parameter
that is selected for Field.
See Table 6-18 on page 120.

Value(s) Specifies a value for the Field parameter.

The Value field allows manual entry. It may also be a drop-down,
depending on the selections that are made in the other fields.

For manual entry, you can specify multiple comma-separated values.

See Table 6-19 on page 121.

I,

Allows browsing for specific values, depending on the selections that
are made in the other drop-down fields.

it

Adds the current drop-down selections to the Query pane as a new
rule.

@

Blanks out the drop-down fields.

Field (keywords)

Table 6-17 describes the keywords available in the Field drop-down. The table also

indicates whether the values for each keyword (in the Values field) are

case-sensitive.
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Note that the inclusion or exclusion of virtual machines is not determined by the
Field keyword alone, but depends on the rule you construct: the combination of
Join, Field, Operator, and Value(s).

Table 6-17

Keywords in the Field drop-down

Field keyword

Data type

Description

Annotation Alphanumeric The text that is added to virtual machine annotations in vSphere Client.
string Values are case-sensitive.
Cluster Alphanumeric The name of the cluster (a group of ESX servers) that the virtual
string machine is configured in.
Values are not case-sensitive.
Note: A virtual machine may be assigned to an ESX server that is
not in a cluster.
Note also that in VMware, a cluster name need only be unique within
a datacenter path.
Datacenter Alphanumeric The name of the VMware datacenter.
string Values are not case-sensitive.
DatacenterPath Alphanumeric The folder structure that defines the path to a datacenter. Use this
string option if the datacenter name that you want to filter on is not unique
in your environment.
Values are case-sensitive.
Datastore Alphanumeric The name of the datastore.

string

Values are case-sensitive.

Note: Multiple ESX servers can share access to the same datastore.
Also, a datastore name can be duplicated between multiple ESX
servers. Use DatacenterPath or ESXserver to uniquely identify the
datacenter.

DatastoreCluster

Alphanumeric
string

The name of the datastore cluster that contains the datastores.

Values are not case-sensitive.

DatastoreFolder

Alphanumeric
string

The name of the folder that contains the datastores.

Values are not case-sensitive.

DatastoreNFSHost

Alphanumeric
string

The name of the datastore's NFS host.

Values are not case-sensitive.
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Keywords in the Field drop-down (continued)

Field keyword

Data type

Description

DatastoreNFSPath Alphanumeric The folder structure that defines the path to an NFS datastore. Use
string this option if the NFS host name of the datastore that you want to filter
on is not unique in your environment.
Values are not case-sensitive.
DatastoreType Alphanumeric The type of the datastore. Values are NFS, NFS41, VMFS, vsan, and
string VVOL.
Values are not case-sensitive.
Displayname Alphanumeric The virtual machine's display name.
string Values are case-sensitive.
ESXserver Alphanumeric The name of the ESX server.
string Values are not case-sensitive.
The ESX host name must match the name as defined in the vCenter
server.
HostFolder Alphanumeric The folder path between the datacenter level and a cluster, ESX hosts,
string or a subfolder.
If an ESX cluster is not contained within a folder and you click the
browse for values button, note: The ESX cluster name appears in the
Select From List dialog.
Values are not case-sensitive.
See “Query rules for datacenter folders (host folder)” on page 111.
Network Alphanumeric The name of the network switch (on an ESX server) or distributed

string

switch.

Values are not case-sensitive.

NetworkFolder

Alphanumeric
string

The name of the folder that contains the network.

Values are not case-sensitive.

Powerstate

Alphabetic

The power state of the virtual machine.

Values are poweredOff, poweredOn, suspended.
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Keywords in the Field drop-down (continued)

Field keyword

Data type

Description

Resourcepool Alphanumeric The name of the resource pool. (A resource pool is similar to a vApp.)
string Values are case-sensitive.
If a resource pool contains other resource pools (sub-pools), the choice
of Operator determines whether virtual machines in the sub-pools are
included.
See “Query rules for resource pools” on page 109.
Tag Alphanumeric The name of the tag.
string Values are case-sensitive.
When NetBackup uses tags to select virtual machines, the selection
is based only on tag names. The selection is independent of the
category.
See “Query rules for tags” on page 112.
Template Boolean TRUE if the virtual machine is a virtual machine template.
VApp Alphanumeric The name of the vApp.
string Values are case-sensitive.
A vApp is a collection of virtual machines. vApps can also contain
resource pools and other vApps. vApps are components of standalone
ESX servers or of clusters.
Like vSphere Client, NetBackup refers only to the top level of a vApp
that contains sub vApps.
For the following rule:
vApp Equal "vappl"
if vapp1 has a sub vApp named "vapp2", any virtual machines in vapp1
or vapp2 are included. You cannot make a rule that refers specifically
to vapp2.
vCDCatalog Alphanumeric The name of the vCloud Director catalog.

string

Values are not case-sensitive.

vCDIsExpired

Alphabetic

Expired if the vCloud Director vApp or vApp template is expired.

Possible values are Expired, Not Expired, and Unknown. Unknown
indicates that an error occurred between vCloud Director and the
vSphere environment. Examples are errors in provisioning or in a
deletion operation.
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Table 6-17 Keywords in the Field drop-down (continued)
Field keyword Data type Description
vCDIsvAppTemplate Boolean TRUE if the vCloud Director vApp is a template.

vCDOrg Alphanumeric The name of the vCloud Director organization.
string Values are not case-sensitive.
vCDOrgvDC Alphanumeric The name of the organization virtual datacenter in vCloud Director.
string Values are not case-sensitive.
vCDServer Alphanumeric The name of the vCloud Director server.
string Values are not case-sensitive.
vCDvApp Alphanumeric The name of the vCloud Director vApp.
string Values are not case-sensitive.
vCenter Alphanumeric The name of the vCenter server.

string

Values are not case-sensitive.

The vCenter name that is specified in the Query Builder must match
the name as entered in the Administration Console for NetBackup
credentials. (Media and Device Management > Credentials > Virtual
Machine Servers.)

Note that a fully qualified domain name is recommended.

vCenterVersion

Alphanumeric
string

The version of the vCenter Server. For example: 5.1.0, 5.5.0, 6.0.0

The possible values of this field are automatically updated and
populated based on the environment. Only the versions of the vCenter
servers that are registered with NetBackup are shown.

VMDNSName Alphanumeric The virtual machine DNS name in vSphere Client.
string Values are not case-sensitive.
VMFolder Alphanumeric The folder structure (within a datacenter) to a virtual machine folder,
string including all subfolders.
Values are not case-sensitive.
Examples are:
[clusters/discovered virtual machine
/standalone/folder1/folder2
VMGuestOS Alphanumeric The virtual machine guest OS type that is recorded in vSphere Client.

string

Values are case-sensitive.
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Table 6-17 Keywords in the Field drop-down (continued)
Field keyword Data type Description
VMHasIDE Boolean TRUE if the virtual machine has IDE drives.
VMHasMDS Boolean TRUE if the virtual machine has multiple datastores.
You can use this keyword to select any virtual machine that is
configured to use more than one datastore.
VMHasNVME Boolean TRUE if the virtual machine has an NVMe controller.
Note: Backup of a VM that has an NVMe controller is not supported
in this release.
VMHasRDM Boolean TRUE if the virtual machine uses Raw Device Mapping (RDM).
VMHasSnap Boolean TRUE if a VMware snapshot of the virtual machine is currently active.
VMHasVDSName Boolean TRUE if the virtual machine has a display name that is valid for use
as the host name.
VMHostName Alphanumeric The virtual machine name that is derived from a reverse lookup of its
string IP address.
Values are not case-sensitive.
VMIsConn Boolean TRUE if the virtual machine is connected and available.
For example: If a virtual machine's ESX server is down, that virtual
machine is not connected.
VMVersion Alphanumeric The VMware version of the virtual machine.
string Values are case-sensitive.
For example: vmx-04, vmx-07, vmx-08.
VMXDatastore Alphanumeric The name of the vmx datastore (sometimes called the vmx directory
string or configuration datastore).
Values are case-sensitive.
More information on the vmx datastore is available.
See “NetBackup for VMware terminology” on page 21.
VMXDatastoreFolder Alphanumeric The name of the folder that contains the vmx datastores.
string Values are not case-sensitive.
VMXDatastoreNFSHost Alphanumeric The name of the vmx datastore's NFS host.

string

Values are not case-sensitive.
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Table 6-17 Keywords in the Field drop-down (continued)

Field keyword Data type Description

VMXDatastoreNFSPath Alphanumeric The folder structure that defines the path to a vmx NFS datastore. Use
string this option if the NFS host name of the datastore that you want to filter
on is not unique in your environment.

Values are not case-sensitive.

VMXDatastoreType Alphanumeric The type of the vmx datastore. Values are NFS or VMFS.

strin o
9 Values are not case-sensitive.

[vSphere custom attributes] | Alphanumeric The value of a custom attribute that is set in vSphere Client for one or
string more virtual machines.

Note: in vSphere Client, the attribute must have a value for at least
one virtual machine. The attribute type must be Virtual Machine.

The values are case-sensitive.

Operators

Table 6-18 describes the operators available in the Operator drop-down.

Table 6-18 Operators in the Operator drop-down
Operator Description
AnyOf Matches any of the specified values in the Value(s) field.

For example: If the ESX servers in the Value(s) field are "ESX01","ESX02,"ESX03", AnyOf
matches any ESX server that has one of those names. If the names of your servers are not
identical to any of the specified values, no match occurs. A server named ESX01A is not a match.

Contains Matches the value in the Value(s) field wherever that value occurs in the string.

For example: If the Value(s) entry is "dev", Contains matches strings such as "01dev", "01dev99",
"devOP", and "Development_machine".

EndsWith Matches the value in the Value(s) field when it occurs at the end of a string.

For example: If the Value(s) entry is "dev", EndsWith matches the string "01dev" but not "01dev99",
"devOP", or "Development_machine".

Equal Matches only the value that is specified in the Value(s) field.

For example: If the display name to search for is "VMtest27", Equal matches virtual machine
names such as VMTest27 or vmtest27 or vmTEST27, and so forth. The name VMtest28 is not
matched.

Greater Matches any value that is greater than the specified Value(s), according to the ASCI!I collating
sequence.
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Table 6-18 Operators in the Operator drop-down (continued)
Operator Description
GreaterEqual Matches any value that is greater than or equal to the specified Value(s), according to the ASCII
collating sequence.
IsSet Determines whether a value is returned for the Field keyword. Use IsSet with another rule as a
condition, to ensure that the query selects the appropriate virtual machines.
Note that you do not make an entry under Value(s) for a rule that uses IsSet.
See “The IsSet operator in queries” on page 105.
See “Effect of Primary VM identifier parameter on Selection column in Test Query results”
on page 125.
See “Test Query: Failed virtual machines” on page 123.
Less Matches any value that is less than the specified Value(s), according to the ASCII collating
sequence.
LessEqual Matches any value that is less than or equal to the specified Value(s), according to the ASCII
collating sequence.
NotEqual Matches any value that is not equal to the value in the Value(s) field.
StartsWith Matches the value in the Value(s) field when it occurs at the start of a string.
For example: If the Value(s) entry is "box", StartsWith matches the string "box_car" but not
"flatbox".
Value(s)
Table 6-19 describes the characters that can be entered in the Value(s) field. The
Field keyword determines case sensitivity.
Note: The character string you enter in the Value(s) field must be enclosed in single
quotes or double quotes.
Table 6-19 Characters you can enter for Value(s)
Character types String characters allowed

Alphanumerics

AtoZ,atoz 0to 9, - (minus sign), and special characters.

Note: Decimal numbers only.
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Table 6-19 Characters you can enter for Value(s) (continued)
Character types String characters allowed
Wildcards * (asterisk) matches everything.

For example: "*prod*" matches the string "prod" preceded or followed by any characters.
? (question mark) matches any single character.

For example: "prod??" matches the string "prod" followed by any two characters.

Escape character

\ (backslash) escapes the wildcard or meta-character that follows it.

For example: To search for a string that contains an asterisk (such as test*), enter "test\*"

Quotation marks

Note: The characters you enter in Value(s) must be enclosed in single or double quotes.

To search for a string that contains quotation marks, either escape each quote (\") or enclose
the entire string in the opposite type of quotes.

For example: To search for a string that includes double quotes (such as "name"), enter
"name" (enclosing it in single quotes) or "\"name\""

Test Query screen for VMware

This screen lists the virtual machines that NetBackup discovered in your virtual
environment when you clicked Test Query. Later changes in the virtual environment
may affect which virtual machines match the query rules. For example: if virtual
machines are added, the test results may not be identical to the virtual machines
that are selected for backup when the backup runs.

When the next backup runs from this policy, the following occur: NetBackup
re-discovers virtual machines, consults the query rules, and backs up the virtual
machines that match the rules.

The list of backed up virtual machines is saved but the virtual machines are not
displayed in the policy's Clients tab. You can use the Activity Monitor to view the
virtual machine jobs, or you can run a Virtual Client Summary reportin OpsCenter.

Note: An alternative to the Test Query screen is the nbdiscover command. For
more information, see the NetBackup Commands Reference Guide.

See “Using the Activity Monitor to monitor virtual machine backups” on page 134.
See “Using OpsCenter to report on virtual machine backups” on page 139.

The Test Query function runs in the background. You can continue to configure
the policy while the test runs. Any changes you make in the Query Builder however
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are not included in the currently running test. You must re-initiate the test to see
the results of your Query Builder changes.

Table 6-20

Field

Description

Test query for
policy

Lists the rules in the Query Builder that were used in this test. The rules
are specified in the Query Builder on the policy Clients tab.

Test Query
Results

VM Name: Shows the display name of all discovered virtual machines.
Selection: Lists the virtual machines that were discovered, as follows:

= INCLUDED: The virtual machine matches the rules in the query.

= EXCLUDED: The virtual machine does not match the rules in the
query.

s FAILED: The virtual machine cannot be selected for backup because
of a host name problem or other error. Also, the query cannot exclude
the virtual machine. An explanation appears at the bottom of the Test
Query screen. For example:

VM does not have a host name to use as a
client name, display name =

See “Test Query: Failed virtual machines” on page 123.

The operator IsSet can be used to filter out such virtual machines.
More information is available on IsSet.

See Table 6-18 on page 120.

See “The IsSet operator in queries” on page 105.

Included:
Excluded:
Failed:

Gives a tally of how many virtual machines were included, excluded, or
failed in the test.

See “Using the Activity Monitor to monitor virtual machine backups” on page 134.

See “About automatic virtual machine selection for NetBackup for VMware”

on page 87.

See “Configuring automatic virtual machine selection” on page 97.

Test Query: Failed virtual machines

If the query rules cannot exclude a virtual machine, and that virtual machine cannot
be selected for backup, it is marked as FAILED. The virtual machine is listed as
not run in the job details log.
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For example: the virtual machine does not have the type of name specified by the
Primary VM identifier parameter (such as host name or display name). Or the
virtual machine name contains invalid characters. In any case, a virtual machine
that is listed as FAILED should be investigated: it may be one that you want to back
up.

To see the reason for the failure, click on the virtual machine in the Test Query
Results. An explanation appears at the bottom of the screen.

For example:

VM selection status is as per current VM environment. Query result may vary with any
change in the VM environment.

Test query for policy: vm-pol1
Query
vmware:/ ?filter=E SXserver Equal "flo.com”

Test Query Results
| VM Name | Selection
flovm2 Excluded
€3 Ubuntu-v Failed
€3 Ubuntu-vS |Failed
test_vm Excluded
€3 Ubunutu-vm Failed
€3 Dummy-Vi Failed
flovm7 Excluded -
VM does not have a host name to use as a client name, display name = [Ubuntu-v 5],
server = [decl.com]., nbu status = 4237, severity = 2

Included: 1 Excluded: 9 Failed: 5

| Close H Help ‘

Explanation: The virtual machine that is listed as Ubuntu-vS in the example does
not have a VMware host name. In the NetBackup policy, on the VMware tab, the
Primary VM identifier parameter may be set to VM hostname. In that case,
NetBackup cannot refer to the virtual machine by its host name and thus cannot
back it up.

You can fix this problem in a couple of ways:
= Use vSphere Client to configure a host name for the virtual machine.

= To exclude the virtual machines that have no host name, construct a query with
the IsSet operator.

See “The IsSet operator in queries” on page 105.
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Effect of Primary VM identifier parameter on
Selection column in Test Query results

The NetBackup policy's Primary VM identifier parameter tells NetBackup how to
identify virtual machines. For example, if the parameter is set to VM hostname,
NetBackup identifies virtual machines by their host names. If they do not have a
host name, the policy cannot back them up.

The Primary VM identifier parameter has a direct effect on the query test results.
Note that for each virtual machine, the query test result is one of three possibilities:
INCLUDED, EXCLUDED, or FAILED.

If NetBackup cannot identify a virtual machine according to the Primary VM
identifier parameter, one of two test results can occur:
= [fthe virtual machine is filtered out by the query rules, it is listed as EXCLUDED.

= [f the virtual machine is not filtered out by the query rules, it is listed as FAILED.
The following table gives the test query results from example combinations of
the Primary VM identifier parameter and a query rule.

Table 6-21 Effect of Primary VM identifier parameter and query rules on test
query results

Primary VM
identifier setting on
VMware policy tab

Query rule in Query Test query result
Builder

VM hostname

VMHostName Contains "VM" | INCLUDED: Any virtual machines with a host name that
contains "VM". Since the Primary VM identifier parameter tells
NetBackup to select the virtual machine by host name, it can
back up the virtual machines.

EXCLUDED: All other virtual machines.

VM hostname

Displayname Contains "VM" | INCLUDED: Any virtual machines that have a host name and
that have a display name that contains "VM".

EXCLUDED: Any virtual machines that have a host name, but
that do not have a display name containing "VM".

FAILED: Any virtual machines that do not have a host name.
Since the Primary VM identifier parameter is set to VM
hostname, NetBackup cannot select the virtual machine for
backup.
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Table 6-21 Effect of Primary VM identifier parameter and query rules on test

query results (continued)

Primary VM
identifier setting on
VMware policy tab

Query rule in Query
Builder

Test query result

VM hostname

Displayname Contains "VM"

AND VMHostName IsSet

INCLUDED: Any virtual machines that have a host name and
that have a display name that contains "VM".

EXCLUDED: All other virtual machines. The IsSet rule means
that if a virtual machine does not have a host name, it is
excluded.

VM hostname

Displayname Contains "VM"
AND VMHostName IsSet
OR Annotation Contains "test"

AND NOT VMHostName
IsSet

INCLUDED:

= Any virtual machines that have a host name and that have
a display name that contains "VM".

= Any virtual machines without a host name that have an
annotation that contains "test".

EXCLUDED: All other virtual machines.

VM display name

Displayname Contains "VM"

INCLUDED: Any virtual machines with the display names that
contain "VM". Since the Primary VM identifier parameter tells
NetBackup to select the virtual machine by display name, it
can back up the virtual machines.

EXCLUDED: All other virtual machines.

VM display name

VMHostName Contains "VM"

INCLUDED: Any virtual machines that have a display name
and that have a host name that contains "VM".

EXCLUDED: Any virtual machines that have a display name,
but that do not have a host name containing "VM".

FAILED: Any virtual machines that do not have a display name.
Since the Primary VM identifier parameter is set to VM
display name, NetBackup cannot select those virtual machines
for backup.

Effect of Primary VM identifier parameter on VM
Name column in Test query results

The policy's Primary VM identifier parameter affects the type of virtual machine
name that appears in the VM Name column of the Test Query screen, as follows:

= If a virtual machine is EXCLUDED or FAILED, it is listed according to its virtual
machine display name. The Primary VM identifier parameter does not matter.
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But if a virtual machine is listed as INCLUDED, note: The name that appears
under VM Name is the type of name that is specified on the Primary VM
identifier parameter.

For example: If the Primary VM identifier parameter is VM hostname, the
included virtual machine is listed according to its host name. Even if the query
rule specified Display name (such as pDisplayname Equal "vm1"), the virtual
machine appears on the Test Query screen by its host name.

See “Primary VM identifier options (VMware)” on page 64.

Refreshing the display of virtual environment
changes in the Query Builder

By default, NetBackup waits 1 hour before the policy Query Builder detects changes
in the virtual environment. Until 1 hour has passed, the Query Builder does not
detect the changes when you click the "Load values" folder icon next to the Value(s)
field. To make the changes immediately available to the Value(s) field, use the
following procedure to refresh the display.

Note: The Query Builder's Reuse VM selection query results for option does not
affect the display of virtual environment changes in the Query Builder. The reuse
option determines how long NetBackup reuses the current backup list for future
executions of the policy.

To refresh the Query Builder's view of the virtual environment:

1
2
3

On the Windows desktop of the local host, click Start > Run and enter regedit.
To be on the safe side, make a backup of the current registry (File > Export).

Go to HKEY_LOCAL_MACHINE > SOFTWARE > Veritas > NetBackup >
CurrentVersion > Config and create a key that is called Backup.

Under Backup, create a new DWORD that is called xm1CacheLimit.
Set this DWORD to the number of seconds for the refresh.
A value of 15 allows the Query Builder to be refreshed after 15 seconds.

If the policy editor is open in the NetBackup Administration Console, close
it and reopen it.



Reduce the size of
backups

This chapter includes the following topics:
= About reducing the size of VMware backups
= Block-level backup (BLIB): full vs incremental

= Deleting a vSphere Client snapshot

About reducing the size of VMware backups

NetBackup provides the following options for reducing the backup size for a VMware
virtual machine:
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Table 7-1 Options for reducing the virtual machine backup size
Option Description
Block level BLIB reduces the size of backups (full and incremental) by tracking block-level changes. Only

incremental backup
(BLIB)

the blocks that have changed since the last full or incremental are included in the backup. For
incremental backups, this option applies to cumulative and to differential backups.

BLIB works with VMware’s Changed Block Tracking in vSphere to track block-level changes
in the virtual machine.

The Enable block-level incremental backup option is enabled by default on the NetBackup
policy VMware tab. NetBackup uses BLIB for storage optimization when the backup runs.

Note: The first backup you run with BLIB must be a full backup.

See “Block-level backup (BLIB): full vs incremental” on page 129.

Note: BLIB works only with ESX 4.0 or later virtual machines at version vmx-07 or later.

Note: If you used vSphere Client to manually create a VM snapshot and that snapshot is
currently active, you may have to delete the snapshot.

See “Deleting a vSphere Client snapshot” on page 130.

Exclusion of deleted
blocks.

Reduces the size of virtual machine backups by excluding any deleted sectors in the file system
on the virtual machine.

To enable this option, click Exclude deleted blocks on the policy VMware tab.
Refer to Exclude deleted blocks in the following topic:

See “Optimizations options (VMware)” on page 62.

Block-level backup (BLIB): full vs incremental

When you use the Enable block-level incremental backup option in the policy,
NetBackup uses VMware's Changed Block Tracking feature (CBT) to reduce the
backup size.

This option reduces the size of full backups as well as the size of incremental
backups, as follows.

Table 7-2 Block-level backup of the virtual machine: full vs incremental
schedule
Type of backup Optimization that is used in backup

Backup of entire virtual | Backs up only the blocks that have changed since the .vmdk was
machine, with full created. Note that the blocks that are not initialized are excluded
schedule from the backup.
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Table 7-2 Block-level backup of the virtual machine: full vs incremental
schedule (continued)

Type of backup

Optimization that is used in backup

Backup of entire virtual
machine, with
incremental schedule

Backs up only the blocks that have changed since the last backup,
as follows:

» For cumulative incrementals, BLIB backs up only the blocks
that changed since the last full backup.

= For differential incrementals, BLIB backs up only the blocks
that changed since the previous backup of any kind.

Note: On incremental backups, the Enable block-level
incremental backup option backs up the changed files as well
as their metadata.

Note: VMware CBT may occasionally reset tracking of file
changes in the virtual machine, such as after a power failure or
hard shutdown. For the next backup, NetBackup reads all the
data from the vmdk files and the backup takes longer than
expected. If deduplication is enabled, the deduplication rate is
lower than expected.

The following VMware article contains more information on CBT:

Changed Block Tracking (CBT) on virtual machines (1020128)

Deleting a vSphere Client snapshot

To use BLIB with NetBackup for VMware, you must delete an existing vSphere
Client snapshot if both of the following are true:

= You used the vSphere Client interface to manually create a snapshot of the
virtual machine and that snapshot is currently active.

= A NetBackup policy with the Enable block-level incremental backup feature
had never been used to back up the virtual machine before you started the
vSphere Client snapshot.

In this case, NetBackup cannot enable BLIB for the virtual machine. You must
delete the vSphere Client snapshot. Then, when the NetBackup policy runs, BLIB

is enabled.

More information is available on NetBackup block-level backups:
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To delete a vSphere Client snapshot

1

In the vSphere Client interface, right-click on the virtual machine and select
Snapshot > Snapshot Manager.

Select the snapshot and click Delete.

To back up the virtual machine with BLIB, you can now run a NetBackup policy
that uses Enable block-level incremental backup.

NetBackup backups from this policy continue to use storage optimization, even
if you manually create a snapshot of the virtual machine using vSphere Client.



Back up virtual machines

This chapter includes the following topics:

= Backing up virtual machines

= Using the Activity Monitor to monitor virtual machine backups
» Restarting jobs individually in the Activity Monitor

= Viewing NetBackup activity in vSphere Client

= Using OpsCenter to report on virtual machine backups

Backing up virtual machines

Virtual machine backups initiate from a NetBackup policy. You can start the backup
manually from a policy, or have it run automatically according to a schedule that is
defined in the policy.

To create the policy, you can use the Policies utility in the NetBackup Administration
Console, or the Policy Configuration Wizard.

See “Configuring a VMware policy from the Policies utility” on page 57.
See “Configuring a VMware policy from the Policy Wizard ” on page 57.

For further information on policies and backup schedules, see the "Creating backup
policies" chapter of the NetBackup Administrator's Guide, Volume |.
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To back up a virtual machine manually from an existing policy

1

2 Select the type of schedule for the backup.

Click on Policies in the NetBackup Administration Console, right-click on the
policy, and click Manual Backup....
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3 Select the clients (virtual machines) to back up.

If the policy was configured for automatic selection of virtual machines, the
Clients pane shows the VMware backup host rather than the virtual machines.

Click OK to start the backup.

To see the job progress, click Activity Monitor in the NetBackup Administration
Console.

It may take a few moments for the job to appear in the Activity Monitor. Do not
start another backup if a job does not immediately appear. If the job does not
show up after a few moments, close and restart the NetBackup Administration
Console.

Note that your VMware backup request launches more than one job. The first
job automatically creates and deletes snapshots. This job has a dash (-) in the
Schedule column. The second job backs up the virtual machine files from the
snapshot.

Using the Activity Monitor to monitor virtual
machine backups

You can use the NetBackup Activity Monitor to keep track of the VMware virtual
machines that a policy backs up.

To monitor virtual machine backups

1
2

Click Activity Monitor in the left pane of the Administration Console.
Note each job as it appears by row.

If the policy selects virtual machines automatically (based on a query), the
backup consists of three generations of jobs:

= The first job discovers the virtual machines. This job is labeled Backup.
(This job is unique to policies that use a query to select virtual machines.)

= The discovery (Backup) job starts a child job to take a VMware snapshot
of the virtual machine. A snapshot job is started for each virtual machine.
Each of these jobs is labeled Snapshot.

= Each snapshot job starts a child job to back up the virtual machine. A backup
job is started for each virtual machine. Each of these jobs is labeled Backup.
The job flow is as follows:

discovery job --> snapshot job --> backup job
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3 To trace the discovery job to the virtual machine backup jobs, note the Job ID
and the Parent Job ID columns.

Jobld |ParentdobiD|  Type | state | State Details| Status | Job Policy [Job Sched.| Client | Start Time

F* 121 120 Backup Active vmpol1  ful floblcl 0171412016 15:35:34
?_3'? 120 119 Snapshot Active wvm-pol1 - floblcl... 01/14/2016 15:34.06
53‘-: 1189 119 Backup Active wm-pol1 - watch . 01/14/2016 15:33:53

In this example, the discovery job is 119. Job 119 started job 120 (Snapshot).
Job 120 started job 121 (Backup).

4 Right-click on the job row and click Details.

On the Job Details screen, click the Detailed Status tab for more information
on the job.

5 Ifacolumnis not displayed in the Activity Monitor, or to re-arrange the columns,
do the following:

» Right-click anywhere in the Jobs pane and click Columns > Layout.

» Click the row for the heading that you want to display, hide, or re-arrange
(such as Parent Job ID).

Column Layout -

Check the columns that you would like to view in this table.

Use the Move Up and Move Down buttons to change the order
of the columns.

Showl Column | Move Up
Job1d =
[Parent Job ID | Move Down
Type

State

State Details
Status

Job Policy
Job Schedule
Client

Start Time

3

i

IEEEEREEEEE

-

oK || Cancel || Help |

= Use Move Up, Move Down, Show, and Hide as needed.
» Click OK. The columns should now be visible in the Activity Monitor.

See “Limit jobs per policy on the Attributes tab (for VMware)” on page 60.
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Restarting jobs individually in the Activity Monitor

If the policy automatically selects virtual machines for backup, you can restart the
virtual machine jobs individually. This feature is handy if the policy backs up a large
number of virtual machines: you can restart one or more of the jobs individually
rather than re-running the entire policy.

To restart jobs individually in the Activity Monitor
¢ In the Activity Monitor, right-click on the job and select Restart Job.

In some cases, to restart a child job you may have to restart its parent job.

Viewing NetBackup activity in vSphere Client

In VMware vCenter, NetBackup can record the backup activity for virtual machines.
You can view the events in vSphere Client at the level of any parent object (such
as folder, datacenter, cluster, or host). You can also view the events for the virtual
machine.

Note: The NetBackup plug-in for vSphere Client is not required.

Make sure that the policy's Post events to vCenter option is enabled:
See “VMware - Advanced Attributes dialog” on page 68.

To view backup events and the last backup time in vSphere Client
1 Open vSphere Client and connect to the VMware server.

2 Go to Home > Inventory > Hosts and Clusters.

3 Select the object (such as datacenter, host, or virtual machine) and click the
Tasks & Events tab.

4 Click the Events view.
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In the Description, Type or Target contains field, enter NetBackup.

If some NetBackup events do not appear, the events display limit may have
been reached in vSphere Client. The maximum number of events that vSphere
Client can display is 1000 (the default is 100).

See “To change the events display limit in vSphere Client” on page 138.
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Type FULL)
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{Job &6; Client se.cam; Master se.cam

Palicy tman; Schedule f;
Type FULL; Duration 0 hrs O min 50 sec)
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| (Joh 46; Client se.com; Master se.com; |
4 »

Event Details -

Type: info User: Administrator Time: 10/5/2011 6:52:39 AM Target: kir ko kiny

Diescription:

10/5/2011 6:52:39 AM, MetBackup: Backup successful For kir to tiny, {Job 66; Client se.com;
Master se.com; Policy tran; Schedule F; Type FULL; Duration O hrs O min 50 sec)

Related Everts:  Show

Each NetBackup event includes the following details:

Description Shows the NetBackup operation that succeeded or failed, and
includes policy details and duration. When you click on the row
of the event, the Event Details pane shows the same
information.

Type The types are info for a successful operation, and error for a
failed operation.

Date Time The date and time of the event.
Task Not used.
Target The virtual machine that was backed up.

User The user that ran the backup.
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6 To see the date and time of the last backup for a particular virtual machine,
select the virtual machine and click the Summary tab.

The timestamp of the last backup is listed for the NB_LAST_BACKUP attribute,

under Annotations:
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7 To see the date and time of the last backup for all virtual machines, click the
Virtual Machines tab.

To change the events display limit in vSphere Client
¢ InvSphere Client, click the Edit > Client Settings > Lists tab.

Use the Page size field to change the size.
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Using OpsCenter to report on virtual machine

backups

To use OpsCenter to obtain a backup report on VMware virtual machines

1

Start the OpsCenter console in a web browser.

On a system that has a network connection to the OpsCenter server, enter the
following in a browser:

http://host.domain/opscenter

where host.domain is the fully qualified domain name or IP address of the
OpsCenter server.

Click the Reports tab.

Click Client Reports > Virtual Client Summary.

The Virtual Client Summary report is described in the OpsCenter Reporting
Guide.
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This chapter includes the following topics:

= About the NetBackup Accelerator for virtual machines

= Accelerator: full vs. incremental schedules

= How the NetBackup Accelerator works with virtual machines

= Accelerator notes and requirements for virtual machines

» Accelerator forced rescan for virtual machines (schedule attribute)
= Accelerator requires the Optimizedimage attribute

= Accelerator backups and the NetBackup catalog

= Accelerator messages in the backup job details log

= NetBackup logs for Accelerator with virtual machines

= About reporting the amount of Accelerator backup data that was transferred
over the network

= Replacing the Accelerator image size with the network-transferred data in
NetBackup command output

About the NetBackup Accelerator for virtual
machines

NetBackup Accelerator reduces the backup time for VMware backups. NetBackup
uses VMware Changed Block Tracking (CBT) to identify the changes that were
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made within a virtual machine. Only the changed data blocks are sent to the
NetBackup media server, to significantly reduce the 1/0 and backup time. The media
server combines the new data with previous backup data and produces a traditional
full NetBackup image that includes the complete virtual machine files.

Note: Accelerator is most appropriate for virtual machine data that does not
experience a high rate of change.

Accelerator has the following benefits:

= Performs the full backups faster than traditional backup. Creates a compact
backup stream that uses less network bandwidth between the backup host and
the server.
Accelerator sends only changed data blocks for the backup. NetBackup then
creates a full traditional NetBackup image that includes the changed block data.

= Accelerator backups support Granular Recovery Technology (GRT) for restoring
Exchange, SQL, and SharePoint applications (using a full schedule only).

= Accelerator backups (full and incremental) support instant recovery of virtual
machines.

= If the Enable file recovery from VM backup option on the policy VMware tab
is enabled, you can restore individual files from the backup (full or incremental).

= Reduces the I/0 on the backup host.
s Reduces the CPU load on the backup host.

Accelerator: full vs. incremental schedules

NetBackup Accelerator supports full and incremental backups.

Note: After an initial full backup, Accelerator backups with a full schedule have
about the same effect on I/O and performance as traditional incremental backups.
The NetBackup catalog however includes all catalog references that would be made
if the backup was a traditional (non-Accelerator) full.

For virtual machine restore, note the following about full vs. incremental backups
with Accelerator:

= For applications (Exchange, SQL, and SharePoint), NetBackup Accelerator
supports Granular Recovery Technology (GRT) restores from full backups only.

= For any other kind of virtual machine restore, the Accelerator supports full
backups and incremental backups.
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How the NetBackup Accelerator works with virtual

machines

To enable acceleration of virtual machine backups, click Use Accelerator on the
policy Attributes tab.

See “Configuring a VMware policy from the Policies utility” on page 57.

The NetBackup Accelerator creates the backup stream and backup image for each
virtual machine as follows:

If the virtual machine has no previous backup, NetBackup performs a full backup
and uses VMware Changed Block Tracking to track the data in use for each
VMDK.

At the next backup, NetBackup identifies data that has changed since the
previous backup. Only changed blocks and the header information are included
in the backup, to create a full virtual disk backup.

The backup host sends to the media server a tar backup stream that consists
of the following: The virtual machine's changed blocks, and the previous backup
ID and data extents (block offset and size) of the unchanged blocks.

The media server reads the virtual machine's changed blocks, the backup ID,
and information about the data extents of the unchanged blocks. From the
backup ID and data extents, the media server locates the rest of the virtual
machine's data in existing backups.

The media server directs the storage server to create a new full image that
consists of the following: The newly changed blocks, and the existing unchanged
blocks that reside on the storage server. The storage server may not write the
existing blocks but rather link them to the image.

Accelerator notes and requirements for virtual

machines

Note the following about Accelerator for virtual machines:

Accelerator for virtual machines uses VMware Changed Block Tracking (CBT)
to identify the changes that were made within a virtual machine.

VMware CBT may occasionally reset tracking of file changes, such as after a
power failure or hard shutdown. In that case, for the next backup NetBackup
reads all the data from the vmdk files and the backup takes longer than expected.
If deduplication is enabled, the deduplication rate is lower than expected.

For more information on CBT, see the following VMware article:

Changed Block Tracking (CBT) on virtual machines (1020128)

142


https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1020128

Use Accelerator to back up virtual machines
Accelerator notes and requirements for virtual machines

Supports the disk storage units that have the following storage destinations:
= Cloud storage. Storage that a supported cloud storage vendor provides.

= NetBackup Media Server Deduplication Pool. In addition to NetBackup media
servers, NetBackup 5200 series appliances support Media Server
Deduplication Pool storage.

= Qualified third-party OpenStorage devices.

To verify that your storage unit supports Accelerator, refer to the NetBackup
hardware compatibility list for the currently supported OST vendors:
NetBackup Master Compatibility List

Veritas recommends that you not enable Expire after copy retention for any
storage units that are used with storage lifecycle policies (SLP) in combination
with Accelerator. The Expire after copy retention can cause images to expire
while the backup runs. To synthesize a new full backup, the SLP backup needs
the previous backup image. If the previous image expires during the backup,
the backup fails.

Update the NetBackup device mapping files if needed.

The NetBackup device mapping files contain all storage device types that
NetBackup can use. To add support for the new devices or upgraded devices
that support Accelerator, download the current device mapping files from the
Veritas support site.

See the NetBackup Administrator's Guide Volume | for information on the device
mapping files and how to download them.

Storage unit groups are supported only if the storage unit selection in the group
is Failover.

Supports the full backups and incremental backups. Every Accelerator backup
(from a full schedule or incremental schedule) results in a complete image of
the virtual machine.

You can use incremental backups (cumulative or differential) as follows: To
reduce the file-mapping overhead and to reduce the number of files that are
recorded in the NetBackup catalog. Cumulative backups may involve more
file-mapping because they do not use the random indexing method to determine
which files have changed. In some cases, differential backups may be faster
than cumulative backups.

If a backup of the virtual machine does not exist, NetBackup performs a full
backup. On the backup host it also accesses the VMware CBT information. This
initial backup occurs at the speed of a normal (non-accelerated) full backup.
Subsequent Accelerator backups of the virtual machine use VMware Changed
Block Tracking to accelerate the backup.
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Note: When you first enable a VMware policy to use Accelerator, the next backup
(whether full or incremental) is in effect a full backup: It backs up all the virtual
machine files that are selected in the policy. If that backup is an incremental, it
may not complete within the backup window. When you upgrade policies to
NetBackup 7.6 or later and enable Accelerator, make sure that the next full
backup completes in the time that is required.

= If the storage unit that is associated with the policy cannot be validated when
you create the policy, note: The storage unit is validated later when the backup
job begins. If Accelerator does not support the storage unit, the backup fails. In
the bpbrm log, @ message appears that is similar to one of the following:

Storage server %s, type %s, doesn't support image include.

Storage server type %s, doesn't support accelerator backup.

= Accelerator requires the storage to have the optimizedImage attribute enabled.
See “Accelerator requires the optimizedImage attribute” on page 145.

» Because of a VMware restriction, BLIB is not supported for VMware templates.
As a result, NetBackup Accelerator cannot be used to back up VMware virtual
machine templates.

Accelerator forced rescan for virtual machines
(schedule attribute)

Accelerator for virtual machines uses Changed Block Tracking (CBT) technology
from VMware to identify changed blocks. NetBackup requires the changed blocks
when it creates a full virtual machine (synthesized) image. NetBackup is therefore
dependent on VMware CBT for correctly identifying changed blocks. To protect
against any potential omissions by underlying VMware CBT using timestamps, the
Accelerator forced rescan option conducts the backup by collecting all in-use
blocks as reported by VMware CBT.

This option provides a safety net by establishing a new baseline for the next
Accelerator backup.

When Accelerator forced rescan is used, all the data on the virtual machine is
backed up. This backup is similar to the first Accelerator backup for a policy. For
the forced rescan job, the optimization percentage for Accelerator is 0. The duration
of the backup is similar to a non-Accelerator full backup.
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As an example: You can set up a weekly full-backup schedule with the Use
Accelerator option. You can supplement that policy with a second schedule that
enables the Accelerator forced rescan option, to run every 6 months.

Note: Accelerator forced rescan is unavailable if the Use Accelerator option on
the Attributes tab is not selected.

Accelerator requires the optimizediImage attribute

Accelerator requires that the storage has the optimizedImage attribute enabled.

To ensure that your storage is configured properly, see the documentation for your
storage option:

= NetBackup Media Server Deduplication Pool.
The optimizedImage attribute is enabled by default beginning with the
NetBackup 7.1 release. If you created the storage servers and pools in an earlier
release, you must configure them for optimizedImage.
See the NetBackup Deduplication Guide.

= Backups to a third-party disk appliance.
The storage device must support the optimizedImage attribute.
See the NetBackup OpenStorage Solutions Guide for Disk.

= Cloud storage that NetBackup supports.
See the NetBackup Cloud Administrator's Guide.

Accelerator backups and the NetBackup catalog

Use of Accelerator does not affect the size of the NetBackup catalog. A full backup
with Accelerator generates the same catalog size as a full backup of the same data
without Accelerator. The same is true of incremental backups: use of Accelerator
does not require more catalog space than the same backup without Accelerator.

A potential catalog effect does exist, depending on how often you use Accelerator
with full backups. A full backup with Accelerator completes faster than a normal
full. It may therefore be tempting to replace your incremental backups with
Accelerator full backups. Note: Since a full backup requires more catalog space
than an incremental, replacing incrementals with fulls increases the catalog size.
When changing your incrementals to fulls, you must weigh the advantage of
Accelerator fulls against the greater catalog space that fulls require compared to
incrementals.
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Accelerator messages in the backup job details
log

When a virtual machine is first backed up, Accelerator is not used for that backup.
The following messages appear in the job details log:

7/25/2012 4:45:35 PM - Info bpbrm(pid=6192) There is no complete
backup image match with track journal, a regular full backup will

be performed

7/25/2012 4:53:22 PM - Info bpbkar32(pid=5624) accelerator sent
5844728320 bytes out of 5844726784 bytes to server, optimization 0.0%

When subsequent backups of the virtual machine use Accelerator, the following
messages appear in the job details log:

7/27/2012 4:40:01 AM - Info bpbrm(pid=412) accelerator enabled

7/27/2012 4:43:07 AM - Info bpbkar32(pid=4636) accelerator sent
74764288 bytes out of 5953504256 bytes to server, optimization 98.7%

This message is a key trace for Accelerator. In this example Accelerator was
successful at reducing the backup data by 98.7%.

NetBackup logs for Accelerator with virtual
machines

Accelerator does not require its own log directory. For log messages about
Accelerator, see the following standard NetBackup log directories.

Table 9-1 NetBackup logs that may contain Accelerator information
Log directory Resides on
UNIX: /usr/openv/netbackup/logs/bpbrm NetBackup master or media
server

Windows: install path\NetBackup\logs\bpbrm

UNIX: /usr/openv/netbackup/logs/bptm NetBackup media server

Windows: install path\NetBackup\logs\bptm
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Table 9-1 NetBackup logs that may contain Accelerator information
(continued)
Log directory Resides on
/usr/openv/netbackup/logs/bpbkar Backup host

Windows: install path\NetBackup\logs\bpbkar

/usr/openv/netbackup/logs/bpfis Backup host

Windows: install path\NetBackup\logs\bpfis

VxMS logs See “NetBackup logging for
VMware” on page 258.

To create the log directories, run the following command on the NetBackup servers
and backup host:

On Windows:
install path\NetBackup\logs\mklogdir.bat
On UNIX/Linux:

/usr/openv/netbackup/logs/mklogdir

About reporting the amount of Accelerator backup
data that was transferred over the network

For Accelerator backup reporting, several NetBackup commands can report the
amount of data that is transferred over the network for each Accelerator backup.
The amount of transferred data is often much less than the size of the Accelerator
backup image.

For each Accelerator backup, NetBackup combines the client's (or VM's) changed
blocks with the unchanged data from previous backups to synthesize a backup
image. However, NetBackup sends only the changed data over the network when
the backup occurs. The resulting backup image may be much larger than the amount
of backup data that travels the network. For backup reporting, it may be important
to distinguish between the backup image size and the amount of data that was
transferred over the network.

For Accelerator backups, the network-transferred data can appear in the output of
the following NetBackup commands: bpdbjobs, bpimagelist, and bpclimagelist.

Table 9-2 lists the default location of these commands.
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Table 9-2 Default location of bpdbjobs, bpimagelist, and bpclimagelist
Command Default location
bpdbjobs, Windows:
bpimagelist

install path\NetBackup\bin\admincmd\
UNIX, Linux

/usr/openv/netbackup/bin/admincmd/

bpclimagelist | Windows:
install path\NetBackup\bin\
UNIX, Linux

/usr/openv/netbackup/bin/

The following example uses the bpimagelist command to show the results of a
backup of acmevm2:

bpimagelist -backupid acmevm2

Example output:

IMAGE acmevmZ 0 0 1Z acmevmZ accl_vmware 40 *NULL* root £ 0 9 14344

79628 558 2147483647 0 028196 1 2 0 accl_vmware 1434479628 FULL.f *NULL
* *NULL* 0 1 0 0 0 *NULL* 0 0 1 0 0 1434479628 1434479628 *NULL* 0 0 0 *NULL* 9
0 0 3398732 0 0 *NULL* *NULL* 0 1434479620 0 0 *NULL* *NULL* 0 O D
HISTO OO 0 0OCOOO0OO0O

FRRG 1 -1 331% 76 0 0 0 Bazaaab acmevmé.acme.com 262144 0 0 -1 102

4 1;PureDisk; acmevmé.acme.com;msdp dp;PureDiskVolume;0 2147483647

0 65545 0 0 0 6 0 1434480186 1 1 *NULL* *NULL* 0 0

FRAG 1 1 7796313 0 0 0 0 Baaaab acmevmé.acme.com 262144 0 0 -1 10

28 1;PureDisk; acmevmé.acme.com;msdp dp;PureDiskVolume;0 214748364

7 0 65545 0 0 0 & 0 1434480186 1 1 *NULL* *NULL* 0 O
In this example, the backup image size in kilobytes is 7799632, and the amount of
data that was transferred over the network is 225792.

You can use the following commands to show the amount of data that was
transferred over the network for an Accelerator backup.

bpimagelist

bpimagelist -backupid backup id [-1 | -L | -json | -json_compact]
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Brackets [ ] indicate optional elements, and the vertical bars | indicate that you can
choose only one of the options within the brackets.

Table 9-3 describes how the network-transferred data field appears in the
bpimagelist output.

Table 9-3 The bpimagelist options that show the amount of
network-transferred data for Accelerator backups

bpimagelist How the network-transferred data field appears
option
No option The field is unlabeled. For example: 225792

See the bpimagelist example output earlier in this topic.

-1 The field is unlabeled (same as no option). For example: 225792

-L The field is labeled. For example:

Kilobytes Data Transferred: 225792

-json The field is labeled. For example:

"kilobytes data transferred": 225792,

-json_compact | The field is labeled. For example:

"kilobytes_data transferred":225792,

bpdbjobs

bpdbjobs —-jobid job id -report -most columns
or

bpdbjobs -jobid job id -report -all columns

The network-transferred data field appears at the end of the output.

bpclimagelist
bpclimagelist -client client name

This command can only show the network-transferred data in the field that normally
shows the Accelerator backup image size. To show the network-transferred data
with this command, you must configure a NetBackup setting:

See “Replacing the Accelerator image size with the network-transferred data in
NetBackup command output” on page 150.

Additional details on these commands are available in the NetBackup Commands
Reference Guide or in the NetBackup man pages.
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Replacing the Accelerator image size with the
network-transferred data in NetBackup command
output

You can configure the output of bpimagelist, bpdbjobs, and bpclimagelist to
show the amount of Accelerator backup data that was transferred over the network
instead of the backup image size.

The following is the default bpimagelist output that shows the Accelerator image
size (see the circled value 7799632). The amount of network-transferred data
appears farther down in the output (225792):

IMAGE acmevmZ 0 0 12 acmevmZ accl vmware 40 *NULL* root £ 0 9 14344

79628 558 2147483647 0 028196 1 2 0 accl vmware 1434479628 FULL.f *NULL
* *NULL* 0 1 0 0 0 *NULL* 0 0 1 0 0 1434479628 1434479628 *NULL* 0 0 0 *NULL* 9
0 0 3398732 0 0 *NULL* *NULL* 0 1434479620 0 0 *NULL* *NULL* 0 0 D
HISTO OO 00O COOO0OOD0O0

FREG 1 -1 3319% 76 0 0 0 Bazaaab acmevmé.acme.com 262144 0 0 -1 102

4 1;PureDisk; acmevmé.acme.com;msdp_dp;PureDiskVolume;0 2147483647

0 65545 0 0 0 6 0 14344801686 1 1 *NULL* *NULL* 0 0

FRAG 1 1 7796313 0 0 0 0 @azaab acmevmb.acme.com 262144 0 0 -1 10

28 1;PureDisk; acmevmé.acme.com;msdp dp;PureDiskVolume;0 214748364

7 0 65545 0 0 0 & 0 1434480186 1 1 *NULL* *NULL* 0 O

You can configure NetBackup command output to show the network-transferred
data in the image size field. In the output, the image size value is replaced with the
network-transferred data value (see the following example). A script that reads the
image size from the command output now reads the amount of network-transferred
data.

In the following bpimagelist output, the image size field shows the
network-transferred data (225792):
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IMAGE acmevm2 0 0 12 acmevmZ accl vmware 40 *NULL* root £ 0O 9 14344

79628 558 2147483647 0O 028196 1 2 0 accl vmware 1434479628 FULL.f *NULL
* *NULL* 0 1 0 0 O *NULL* 0 0 1 0 0O 1434479628 1434479€Z8 *NULL* 0 0 0 *NULL* 9
0 0 3398732 0 0 *NULL* *NULL* 0 1434479620 0 0 *NULL* *NULL* 0 O D
HISTO O O 0O0O00DO0O0O0O0OGC

FEAG 1 -1 331% 7¢ 0 0 0 @azaab acmevmé.acme.com 262144 0 0 -1 102

4 1;PureDisk; acmevmb.acme.com;msdp dp;PureDiskVolume;0 2147483647

0 65545 0 0 0 6 0 1434480186 1 1 *NULL* *NULL* 0 O

FEAE 1 1 7796313 0 0 0 0 @azaab acmevmé.acme.com 262144 0 0 -1 10

28 1;PureDisk; acmevmé.acme.com;msdp dp;PureDiskVolume;0 214748364

7 0 65545 0 0 0 & 0 1434480186 1 1 *NULL* *NULL* 0 0

Note: The same change occurs in the labeled output of the commands (such as
with the -1, option of bpimagelist). For example, the ki1obytes field shows the
transferred data value (225792 in the example) rather than the Accelerator backup
image size.

To enable the reporting of network-transferred data in the Accelerator image
size field of bpimagelist, bpdbjobs, and bpclimagelist

¢ Use the bpsetconfig command to enable the output change.
To enable this change for the bpc1imagelist command, enter the bpsetconfig
command on the master server. To enable this change for bpimagelist or

bpdbjobs, enter the bpsetconfig command on the server where you intend
to run bpimagelist Or bpdbjobs.

Refer to Table 9-4 for the bpsetconfig command to use based on the type of
Accelerator backup that you want to report on.
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Table 9-4 To enable the reporting of network-transferred data in the
Accelerator image size field of bpimagelist, bpclimagelist, or

bpdbjobs output

Type of backup | Enter this command

to report on

Incremental Windows

VMware

Accelerator echo REPLACE IMAGE SIZE WITH DATA TRANSFERRED = REPLACE IMAGE SIZE

backups FOR ACCL INC VMWARE | install path\NetBackup\bin\admincmd\bpsetconfig
UNIX, Linux
echo "REPLACE IMAGE SIZE WITH DATA TRANSFERRED = REPLACE IMAGE SIZE
FOR _ACCL_INC_VMWARE" | /usr/openv/netbackup/bin/admincmd/bpsetconfig

All VMware Windows

Accelerator
backups (full and
incremental)

echo REPLACE_IMAGE SIZE_WITH_DATA TRANSFERRED =
FOR ACCL ALL VMWARE |

REPLACE_IMAGE SIZE
install path\NetBackup\bin\admincmd\bpsetconfig

UNIX, Linux

echo "REPLACE IMAGE SIZE WITH DATA TRANSFERRED =
FOR ACCL ALL VMWARE" |

REPLACE_IMAGE SIZE
/usr/openv/netbackup/bin/admincmd/bpsetconfig

All incremental
Accelerator
backups (physical
clients and virtual
machines)

Windows

echo REPLACE IMAGE SIZE WITH DATA TRANSFERRED =
FOR ACCL INC ALL |

REPLACE_IMAGE SIZE
install path\NetBackup\bin\admincmd\bpsetconfig

UNIX, Linux

echo "REPLACE IMAGE SIZE WITH DATA TRANSFERRED =
FOR ACCL INC ALL" |

REPLACE_IMAGE SIZE
/usr/openv/netbackup/bin/admincmd/bpsetconfig

All Accelerator
backups (full and
incremental,
physical clients
and virtual
machines)

Windows

echo REPLACE IMAGE SIZE WITH DATA TRANSFERRED =
FOR ACCL ALL ALL |

REPLACE_IMAGE SIZE
install path\NetBackup\bin\admincmd\bpsetconfig

UNIX, Linux

echo "REPLACE IMAGE SIZE WITH DATA TRANSFERRED =
FOR ACCL ALL ALL" |

REPLACE IMAGE SIZE
/usr/openv/netbackup/bin/admincmd/bpsetconfig
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To reset the command output to the default setting

*

To disable the reporting of network-transferred data in the Accelerator image
size field (return to default), enter the following:

Windows

echo REPLACE IMAGE SIZE WITH DATA TRANSFERRED =
REPLACE_IMAGE SIZE DISABLED |
install path\NetBackup\bin\admincmd\bpsetconfig

UNIX, Linux

echo "REPLACE IMAGE SIZE WITH DATA TRANSFERRED =
REPLACE IMAGE SIZE DISABLED" |
/usr/openv/netbackup/bin/admincmd/bpsetconfig
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This chapter includes the following topics:

Restore notes and restrictions

Restore notes and restrictions on Linux

Restoring the full VMware virtual machine

About VMware virtual machine disk restore

Restoring VMware virtual machine disks

About restore of individual files

Restoring individual files

How NetBackup handles VMware tag associations at restore
Browse and search virtual machines for restore

If the recovery host is not at the same NetBackup release level as the backup
host

Restore notes and restrictions

Before you begin the restore, note the following:

Cross-platform restore of individual files is not supported. You can restore
Windows files to Windows guest operating systems but not to Linux. You can
restore Linux files to supported Linux guest operating systems but not to
Windows. In other words, the restore host must be the same platform as the
files that you want to restore.

See “About restore of individual files” on page 194.
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Unless a NetBackup client is installed on the virtual machine, you must do the
restore from the NetBackup master server.

To restore files to the original virtual machine location, the destination must be
specified as the virtual machine's host name (not display name or UUID).

To restore directly to an ESX server, the name that is specified for the restore
must match the ESX server’s official host name. The name must be in the same
format in which it is registered in DNS and in the VMware server (whether short
or fully-qualified).

See “Adding NetBackup credentials for VMware” on page 46.

If the VM’s display name was changed after the VM was backed up, the
pre-recovery check may fail when you click Start Recovery:

VM exists overwrite -Failed. Vmxdir for VM exists

You can ignore the error and click Start Recovery, but note: The restore may
succeed but the folder that contains the vmx file for the newly restored VM has
a different name than the vmx folder of the existing VM. VMware does not
rename this folder when the VM is renamed, but continues to use the existing
folder.

As an alternative, restore the VM to a different location.

A virtual machine template cannot be restored to a standalone ESX server.
Because templates are a feature of vCenter servers, you must restore the
template through vCenter. If you restore a template to a standalone ESX server,
the template is converted to a normal virtual machine and is no longer a template.

Changes to a VM'’s boot settings reside in the VM's non-volatile random-access
memory (the .nvram file). Note that NetBackup does not back up the .nvram
file: Changes to a VM's default boot settings are not backed up. When you
restore the VM, the changed boot settings are not available, and the VM may
be unable to boot.

For more details and a workaround, see the following tech note:

How to reconfigure the BIOS in a restored VMware VM

If the virtual machine was backed up by its display name or UUID, and the
display name differs from the host name, note: You must specify the correct
destination client for the restore. Use the Specify NetBackup Machines and
Policy Type dialog in the NetBackup Backup, Archive, and Restore interface.
See “Invalid client error when you restore files using NetBackup BAR interface
installed on the virtual machine” on page 278.

Restore of individual files from a backup of the full virtual machine is not
supported if the virtual machine contains Storage Foundation Volume Manager
volumes.


http://www.symantec.com/docs/HOWTO95250
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To restore Windows NTFS-encrypted files individually, you must install a
NetBackup client on the virtual machine.
See “NetBackup for VMware best practices” on page 251.

If the attempt to restore a full virtual machine fails while using the SAN transport
type, try the NBD transport type instead.

Restoring a virtual machine with a transport mode of NBD or NBDSSL may be
slow in the following cases:

The virtual machine had many small data extents due to heavy fragmentation.
(A file system extent is a contiguous storage area defined by block offset
and size.)

The restore is from a block-level incremental backup and the changed blocks
on the disk were heavily fragmented when the incremental backup occurred.

For faster restores in either of these cases, use the hotadd transport mode
instead of NBD or NBDSSL.

VMware does not support the restore of virtual machines directly to an ESX 5.x
server that vCenter manages. To restore the virtual machine, select the vCenter
server as the destination.

As an alternative, you can set up an independent ESX server to be used for
restores. You must add NetBackup restore credentials for that ESX server by
means of the VMware restore ESX server server type.

See “Adding NetBackup credentials for VMware” on page 46.

For the SAN transport mode, the job may be slow when you restore to a vCenter
Server. For greater speed, designate a VMware restore ESX server as the
destination for the restore.

See “Adding NetBackup credentials for VMware” on page 46.

For the SAN transport mode and a restore host on Windows 2008 R2 or later,
the restore fails if the datastore’s LUN is offline. The detailed status log contains
messages similar to the following:

5/22/2013 4:10:12 AM - Info tar32(pid=5832) done. status: 24:
socket write failed

5/22/2013 4:10:12 AM - Error bpbrm(pid=5792) client restore EXIT
STATUS 24: socket write failed

Make sure the status of the SAN disk on the restore host is online (not offline).
Disk status can be checked or changed using the Windows diskpart.exe
utility or the Disk Management utility (diskmgmt.msc). When the disk status
reads online, retry the restore.

If multipathing is enabled, make sure all the paths are online.
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A restore by means of the SAN transport mode may be slow in other
circumstances. The following VMware article provides details:
Best practices when using SAN transport for backup and restore

The APIs in VMware's Virtual Disk Development Kit (VDDK) contain the following
limitation: The maximum write speed during virtual machine restore is roughly
one third of the hardware's maximum speed. The following Veritas tech note
contains further information:

Two causes of slow NetBackup for VMware restore performance
http://www.veritas.com/docs/TECH169860

If a virtual machine had vmdk files in different directories in the same datastore,
note: When the virtual machine is restored to the original location its vmdk files
are restored to a single directory, not to the original directories. (This behavior
follows current VMware design.)

As a workaround, do the following: Remove the vmdk files fr