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Introduction

When deployingVMware virtual machines, the variants of InfoScale seamlessly operate withinthe vSphere hyper-converged
infrastructure. Achieving higher levels of availability for business-critical applications while reducing overall costis now much
simplerwith the vSphere ESXi hypervisor. vSphere makes it possible tomitigate both planned and unplanned downtime by
leveraging advancedfeatures such as VMware vMotion™ (vMotion), Storage vMotion, and vSphere HA. vSphere HA specifically
reducesunplanned downtime by leveraging multiple VMware ESX® and VMware ESXi™ hosts configured as a cluster, thereby

providing rapid recovery from outages as well as cost-effective highavailability (HA) forindividual virtual machines.

VMware Virtual SAN (vSAN) is a distributed object storage platform, whichdepends on IP network connectivity to provide shared
storage resources and infrastructure managementservices. vSAN requires that each of the participating ESXi hosts are members of
the same vSphere cluster. Usinga software-defined approach, the vSAN architecture creates shared datastores by virtualizing local
HDD and flash resources from each ESXihost. By abstracting the local nature of the ESXi storage resources, direct-attached
devices can now beincorporatedintostorage pools. Such storage pools that can be dividedand assigned to virtual machines as well
as applications accordingto their quality-of-service requirements, irrespective of which ESXi host the guest resides on. vSAN is
implementeddirectly in the ESXi hypervisor, and therefore, presentsitself as a typical datastore wheninstantiatinga new VMware

guest ormigratingan existingone.

Veritas InfoScale Enterprise provides application-level HA and storage management withinthe virtual clusters themselves. In case
of virtual machine failure, advanced VMware features can still be used. Thus, this combined approach not only guarantees an

optimizedinfrastructure but also provides the granularity needed toaccount forany constituent applications or services.

Benefits of InfoScale and VMware vSphere integration

InfoScale and VMware vSphere integration offers following benefits:

* Simplified management

o Automated application resiliency through monitoringand orchestration
o Application-aware operations
o Accelerated private cloud and public cloudadoption

» Resiliency

o Protection for mission-critical applications against failures and disasters

o Protection fordatawith scale and performance

o Migration of workloads between platforms—permanently, orin the event of adisaster

o Adaptive HA with automated applicationfailover using InfoScale and virtual workloads usingvSphere

o Synchronousand asynchronous replication with DR orchestration between sites for near-zero RTO andzero RPO
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Overview
InfoScale Enterprise offers an extensive catalog of enterprise-grade features and functionalities, such as: Cluster File System,
Veritas Oracle Disk Manager (ODM), and server-based I/O fencing (CP Server). These features ensure that performance

expectations, resiliency, and stability are each maintained in response toafailure oraservice disruption.

Veritas InfoScale Enterprise
The InfoScale Enterprise solution provides an end-to-end solution for enterprise storage management. It virtualizes the

heterogeneous storage over heterogeneous serversinto logical objects. The followingcomponents and features are included:

= Veritas Volume Manager (VxVM) virtualizes any block-based storage that is visible tothe system. Users can then choose
the desired resiliency level or RAID parity. VXVM can evenreplicate data across remote sites with its Veritas Volume
Replicator (VVR)feature. VxVM features such as Dynamic Multi-Pathing (DMP), snapshots, Fast Mirror Resync (FMR), and

SmartMove migration provide furtherresiliency, scale, and faster recovery of your critical services.

= Veritas ClusterFile System (CFS) is a POSIX-compliant and highly resilient derivative of the Veritas File System (VXFS). CFS
provides a global namespace across multiple x86, SPARC, or RISC-basedservers. The resulting topology allows an
application to concurrently access datafrom any of the nodes withinthe cluster. CFS tuning canfurtherimprove
performance with application-aware caching and data flow to the underlyingstorage. With checkpoints and FSCK
enhancements, data and metadata can be quickly recovered. CFS achieves linear scalability of application performance fora

range of common workloads, thus guaranteeingthe scale-out compute power for your application.

= Veritas Cluster Server (VCS) provides a sophisticated cluster membership framework suchthatyour critical applications are
monitored in real time forany number of factors such as state changes or unplanneddisruptions. InfoScale Availability
(known as VCS in versions priorto 7.0) enables the deployment of large-scale clusters, with 100+ participating nodes.
Furthermore, VCSallows for seamless failover of not justan individual application but also groups of applications—which
form entire services—fromone node toanother. Upon doing so, VCSalso considers intelligent failover policies when
determining the target onwhich to move said application or service. These include memory and CPU utilization as well as
the existence of less critical workloads. VCS is also extensible, automating recovery across several different failover

topologies, including local, metro/stretched, and wide-area DR.

= /O fencingisacore componentof VCSthatisfocused on properly handlinga cluster partitionevent that occursdueto the
loss of cluster communication. I/O fencing consists of two distinct components, membership arbitration and data protection.
These two components together can deliver maximumdata integrity in a cluster environment. Membership arbitration is
necessary to ensure that whenthe cluster members are unable to communicate overthe cluster heartbeat network, only a

single subclusteris active.

In vSAN environments, SCSI3-PR supportis not available, because RDM-P disks assignment is not supported. The data
protection aspect of non-SCSI3 basedfencing isimplementedthrough the use of judicious timing. When a fencing race
occurs, aminimal time gap is putin place before attempting tobring the applicationonline onthe subclusterthat wins the

race. Thisisto ensure that there isenough time forthe losingnode to panic and reboot. In environments that do not support
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SCSI3-PR, Veritas recommends the deployment of non-SCSI3-basedfencing. Non-SCSI3-based fencing can be configured

using coordination point servers (CP servers), that are placed outside the client InfoScale clusters.
= Application availability with VCS

Using VCS virtual-to-virtual orin-guest clustering in VMware environments provides HA of applications inside the guest. This
isachieved by providing protection from host failures, hardware failures, OS crashes, and applicationfailures at the software
layer. Forexample, in cases of application hang, file-level corruption at the OS levelcannot be resolved with areboot.

Since thereis a cost involvedin maintaining standby virtual machines, you may choose to protect only specific applications
by using VCSin-guestand toprotect the remaining applications using VMware HA. By using VMware-HA in conjunction with
VCSinthe guest, when a host fails, the standby VCS nodes running on that host are automatically restarted by VMware HA

onanew host. There isno need for userintervention, which potentially eliminates the need tomaintain multiple standbys.
= VCS support for live migration

VCSin-guest clustering continues toprovide HA of applications onvirtual machines, in live migrationscenarios initiated by
the virtualizationtechnology. You can use live migration to performa stateful migration of a virtual machine ina VCS
environment. Duringthis period, you may see notifications if the migrating node is unable to heartbeat with its peers within
the default peerinactive timeout of LLT.

To avoid false failovers, determine how long the migrating node is unresponsive in your environment. If that time is less than
the defaultLLT peerinactive timeout of 16 seconds, VCS operates normally. If not, increase the peerinactive timeout toan
appropriate value onall the nodes in the cluster before beginning the migration. Reset the value back to the default afterthe

migration iscomplete.

VMware vSAN
You can configure vSAN towork as either a hybrid or an all-flash cluster. In hybrid clusters, flash devices are used for the cache layer

and magnetic disks are used for the storage capacity layer. In all-flash clusters, flash devices are usedfor both cache and capacity.

vSAN aggregates all local capacity devices intoasingle datastore thatis shared by all the hosts in the vSAN cluster. You can expand
the datastore by adding capacity devices or hosts with capacity devices to the cluster. vSAN works best whenall the ESXi hosts in
the clustershare similar oridentical configurations across all the cluster members, including similar oridentical storage
configurations. This consistent configuration balances virtual machine storage components across all the devices and hosts in the
cluster. Hosts without any local devices can also participate and runtheir virtual machines on the vSAN datastore. If a host
contributesits local storage devicestothe vSAN datastore, it must provide at least one device for flash cache and at leastone
device for capacity. Capacity devices are also called data disks. The devices on the contributinghost form one or more disk groups.
Each disk group contains one flash cache device and one or multiple capacity devices for persistent storage. Each host can be

configured touse multiple disk groups.
The details of the setup used forthe sanity qualification are as follows:
Hardware components

=  HPProLiant DL380Geng:Intel(R)Xeon(R) CPU E5-2690v4 @ 2.60GHz, 512 GB Memory
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Software components

=  VMware ESXi, 6.7.0,8169922

=  VMware vSAN, 6.7.0

» InfoScale version:7.4.1 (3-node CFS cluster)
= Guest OS:RedHat7.6,RedHat 6.9

Use cases coverage
Thisdocument covers the use cases thatare commonly used and are requiredin any customer environmenttoprovide HA,

performance, and reliability. These use cases assume a setup where:
= VCSmonitorstheapplication using the VCS agents and other components.

= VxVM, along with either VxFS or CFS, provides the storage management for the application data.

Use case 1

Inthis use case, the application data itself resides on VxFS, whichallows it tobe available on one of the cluster nodes at any given
time in an Active-Passive configuration. In case of an InfoScale cluster node failure, the storage infrastructure uses VxFS to re-
associate each application volume to a surviving node. The VMDK disks on whichthe volumes reside will also be detachedand
subsequently re-attached to the same targetednode. Upon completingthis storage resource transition, any configuredservice or

application impacted by said outage will be brought back online.

InfoScale Enterprise — App in Failover mode hosted on InfoScale
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Use case 2

Inthis use case, the application data resides on CFS, whichenablesitto be available onall the cluster nodes concurrently, as an
Active-Active configuration. In case of a node failure, only those applications that are monitored by a VCS agent will fail overtoan

available node in the cluster. Thus, applicationdowntime is significantly reduced as shown in the following graphic:

InfoScale Enterprise — Application in Fast-Failover mode
hosted on InfoScale
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Use case 3
Inthis use case, the application is configuredin fast failover mode using the Veritas Flexible Storage Sharing (FSS) functionality,
which eliminates the use of traditional sharedstorage. Cluster nodes with unused local disks can share these resources across the

clusterheartbeat network, thereby creating a shared namespace that can be leveraged by all the participatingnodes.

InfoScale Enterprise — App in Flexible Shared Storage (FSS) hosted on InfoScale
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Prerequisites and setup recommendations

To set up an InfoScale cluster on VMware virtual machines, ensure that the following prerequisites are met:
=  AVMware vSAN 3-node clusteris set upand avSAN datastoreis available for use.
* Therequired OSimages are configuredin the datastore ortherequired OS ISOfiles are available.
» Eachvirtual machineis hosted on a different ESXi node of an ESXi cluster

=  Multi-writerenabled VMDKs are created on the vSAN datastore, by following the procedure described in the VMware
knowledge base article at (for details, contact VMware Support):

= The disks are configured. EnableUUID is setto TRUE in the configuration file of eachvirtual machine.
= Virtual network details for the publicnetwork and the private network are available.
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Creating virtual machines in VMware vSphere

You can create a VMware virtual machine using the steps listed in the VMware documentation at:

The following screenshot depicts the resources (CPU, memory, boot disk, and vNICs assignments) that must be specified whenyou

clickthe Create VM buttonon the VM pane:

[ Virtual Hardware | VM Options | SDRS Rules | vApp Options ]

» I CPU - @

» @l Memory

b [ Hard disk 1 100 E (GB v

b [ Hard disk 2 20 3 (GB v
Other disks Manage other disks

3 SCSl controller 0 VMware Paravirtual
3 SCSI controller 1 VMware Paravirtual

* Network adapter 1 [VM Network ~ | [ Connected

» [ Network adapter 2 | LLTNet1 ~ | [/ Connected

» [ Network adapter 3 | LLTNet2 ~ | [/ Connected

Client Device

4

3 .;g CD/DVD drive 1

3 Floppy drive 1 Client Device

» El Video card -

4

— N N N S

[
[
[
[

SATA controller 0
b oE VMCI device
r Other Devices

+ Upgrade [ ] Schedule VM Compatibility Upgrade...

New device: | SR Select ------- -

Compatibility: ESXi 6.5 and later (VM version 13) OK Cancel
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Afterthe successful creation of virtual machines, the vNICs assignments for the cluster heartbeat (LLT network) should look like the

onesdepictedin the following screenshots:

Standard switch: vSwitch2 (LLTNet1)

7 K
(@ LLTNett e | ) [‘r Physical Adapters )
VLAN ID: — O vmnic1 100 Full aJ
¥ Virtual Machines (3)
swv138 FOHD
sWv279 FOHD
swv282 FOHD
\ S
. /
Standard switch: vSwitch3 (LLTNet2)
s XK
(@ LLTNet2 0 | ) [v Physical Adapters )
VLAN ID: — | CH{ i vmnic2 100 Ful ﬁJ
¥ Virtual Machines (3)
swv138 FOHD
sWv279 FOHD
swv282 FOHC
- J
| —

Creating storage infrastructure in VMware vSphere

To configure storage foravirtual machine in the shared mode, you mustfirst create a shared datastore; for example, avSAN
datastore. VMware vSAN is a distributed layer of software that runs natively as a part of the ESXi hypervisor. vSAN aggregates local
ordirect-attached capacity devices of a host clusterand creates a single storage poolthatis shared across all the hostsin the vSAN

cluster.

While supporting VMware features that require shared storage, such as HA, vMotion, and DRS, vSAN eliminates the need for

external shared storage and simplifies storage configurationand virtual machine provisioningactivities.
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Fordetails, referto the VMware documentation at:

The following screenshot depicts the vSAN configuration examples for the disk group after its successful creation and the vSAN

cluster network configuration:

“ VSAN is Turned ON

pgsrvices Add disks to storage Manual
vSphere DRS L X
Deduplication and compression Disabled
vSphere Availability

+ Encryption Disabled
+ VSAN
Networking mode Unicast
Disk Management On-disk Format Version
(F:T::iel)romalns EStstched Disk pre-check status /&, Pre-check suggested before upgrading
Health and Performance Disk format version /b All 26 disks on version 5.0

Pre-check Upgrade || Upgrade

% msven B B % B | EAdtons v

Getting Started  Summary  Monitor ‘/Configure\‘ Permissions Hosts VMs Datastores Networks Update Manager

4

“ Disk Groups

@a|%e. "=

w Services

vSphere DRS

Disk Group Disks in Use State

SphersiAvaliability - @ dI380g9-97.vxindia.veritas.com 80f23 Connected

v VSAN {5 Disk group (010000000043564d4436353030303044563150... ~ 8 Mounted
General ~ [J di380g9-98.vxindia.veritas.com 10 of 25 Connected

&5 Disk group (01000000003133313544324234454941445249... 5 Mounted

Fault Domains & Stretched {5 Disk group (0100000000313334354431374131494445249... 5 Mounted
Cluster - E| dI380g9-99.vxindia.veritas.com 80of 18 Connected

Health and Performance {5 Disk group (0100000000313234314431323037494445249... 8 Mounted

iSCSI Targets

Network Partit...

Group 1

Group 1

Group 1

VSAN Health ...
Healthy
Healthy
Healthy
Healthy
Healthy
Healthy
Healthy

Type

Hybrid

Hybrid
Hybrid

Hybrid

Disk Groups Disks

Q, Filter

Disk Format Version

Fault D

Forinstructions to create VMDK disks with the Multi-Writer flag enabled, referto the VMware knowledge base article at:

The following steps are performed tocreate the VMDK disks in this technical paper:

Creating eager-zeroed disks using the ESXi command line

1. Navigate tothedirectory of thefirst virtual machine in the Oracle RAC cluster:

cd /vmfs/volumes/vsan datastore/VM Name

For example:

cd /vmfs/volumes/vsanDatastore/RAC 0

2. Create aneager-zeroedthick (EZT)virtual disk tobe shared usingvmkfstools:

vmkfstools -c size -W vsan -d eagerzeroedthick ‘pwd’ /vmdk ile name

For example:

vmmkfstools —-c 12G -W vsan —-d eagerzeroedthick 'pwd /RAC 0 1.vmdk
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(Optional) AsEZT disks created on vSAN are not zeroed automatically, you must usethe vimk fstools -w <path_to_vmdk>
command to zero outall the blocks, if zeroingis required. Be aware of the additional I/O workload on vSAN during zeroing.
vmkfstools -w ‘pwd /vmdk file name

For Example:
vimkfstools -w ‘pwd /RAC 0 1.vmdk

Repeat step 2 foreach shareddisk that needstobe created.
Afterallthe VMDKs are created, use the vSphere web client to add VMDKs as shared disks to each of virtual machine that will

run InfoScale Enterprise.

Using the vSphere web client

To add shared disks to one or more virtual machinesusingthe vSphere WebClient

o v oW

Right-click the appropriate virtual machine and select Edit Settings.

Select Existing Hard Diskfrom the New Device drop-down menu, and then click Add.
Navigate to the applicable directory and select the disk; then click OK.

Expand the New Hard Disk entry and modify the Virtual Device Node, as appropriate.
Inthe Sharing drop-downmenu, select the Multi-writer option.

Change the DiskModeto Independent-Persistent.
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The following screenshot depicts the appropriate settings foreach VMDK disk to be done while addingit to the virtual machine:

- [ Hard disk 2

Maximum Size

vSAN storage consumption

VM storage policy
Type
Sharing

Disk File

Shares

Limit - IOPs

Virtual flash read cache
Disk Mode

Virtual Device Node

e ) °
13.05TB

200 GB disk size on datastore [ ]
96 MB ( ¥+ 199.91 GB) used storage space
0 B reserved flash space

[VSAN Default Storage Policy v ] [ ]

As defined in the VM storage policy

-

[vsanDatastore (1)] 2fa2a45b-c693-791d-
8be7-e0071b81e021/fsslun1.vmdk

[ Normal | v] 1,000

Unlimited v

0 @:] Advanced

Independent - Per... | ~ i ]

SCSI controller 1 v SCSI(1:0) v
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Creating networking infrastructure in VMware vSphere

To assign public and private vNICs to avirtual machine, you must first create the respective vSwitches and thencreate the vNIC

underthe corresponding vSwitches as depicted in following images:

- Network adapter 1
Status
Adapter Type
DirectPath /O
MAC Address

- Network adapter 2
Status
Adapter Type
DirectPath /O

MAC Address

- Network adapter 3

[VM Network | v] [¥] Connected 0
V| Connect At Power On

V| Enable

00:50:56:a0:00:a2 Automatic | =

[LLTNet1 | v] [v| Connected

V| Connect At Power On

V| Enable

00:50:56:a0:dc:c3 Automatic |

[LLTNetZ | v] [v| Connected

Status V| Connect At Power On
Adapter Type -
DirectPath /O V| Enable
MAC Address 00:50:56:a0:10:fc Automatic |«
[ Networks ‘ Distributed Switches | Distributed Port Groups | Uplink Port Groups | Network Folders
Name 14| Type Network Protocol Profile VMs Hosts
€3 LLTNet1 Standard network 9 3
Q LLTNet2 Standard network 9 3
€3 VM Network Standard network 9 3

Formore details on network management, refertoVMware documentation at:
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Creating the InfoScale Enterprise cluster

Use the Common ProductInstaller (CPI) toinstall InfoScale Enterprise on the systems that youwant toconfigure as the InfoScale

clusternodes. For details on InfoScale installation, refer tothe Veritas InfoScale Installation Guide.

Afterthe successful installation and configuration of InfoScale Enterprise and the application, you canobtain the details about all

the service groups, including the applicationservice groups.

You can also use Veritas Information Operation Managerto manage the InfoScale systemand to performthe supported

operations. For details, referto the InfoScale Operations Manager documentation at:

During the installation, the installer displays an option toselect the InfoScale product:

Veritas InfoScale Storage and Availability Solutions 7.4.1 Install Program

1)
2)
3)
4)
b)

Select a

swv279
Veritas
Veritas
Veritas
Veritas
Back to
product

swv280 swv281
InfoScale Foundation
InfoScale Availability
InfoScale Storage
InfoScale Enterprise
previous menu

to install: [1-4,Db,q, ?]

Would you like to configure InfoScale Enterprise after installation?

[vy,n,g] (n) y

Aftersuccessful installationand configuration, you can check the cluster heartbeat status as shown in the following snippet:

swv280.vxindia.veritas.com:/root>l1ltstat —-nvv active

LLT node information:

Node

0 swv279

* 1 swv280

2 swv281

State Link
OPEN ens224
ens256
OPEN
ens224
ens256
OPEN
ens224
ens256

swv280.vxindia.veritas.com:/root>
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UP

UP
UP

UP
UP

00:
00:

00:
00:

Address
00:
00:
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50
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50
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3563
3563

3563
3563

A0
A0

A0
A0

A0

A0 :

:DC:
31L0¢

3 3IB)e
:8D:

:51:
: 35

F1l

C3
I5C

88
18
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You can also checkthe Global Atomic Broadcast (GAB) status of the cluster, which may appear similartothe following snippet:

swv280.vxindia.veritas.com:/root>gabconfig -a
GAB Port Memberships

Port a gen 19fa02 membership 012
Port b gen 19fal4 membership 012
Port d gen 19fa0l membership 012
Port f gen 19fa22 membership 012
Port h gen 19fa26 membership 012
Port m gen 19fala membership 012
Port u gen 19fa20 membership 012
Port v gen 19falc membership 012
Port w gen 19fale membership 012
Port y gen 19falb membership 012

swv280.vxindia.veritas.com:/root>

When you check the VCS fencing configuration status, the details may look similartothe following:

swv280.vxindia.veritas.com:/root>vxfenadm -d
I/0 Fencing Cluster Information:

Fencing Protocol Version: 201
Fencing Mode: Customized
Fencing Mechanism: cps

Cluster Members:

0 (swv279)
* 1 (swv280)
2 (swv281l)
RFSM State Information:
node 0 in state 8 (running)
node 1 in state 8 (running)
node 2 in state 8 (running)

swv280.vxindia.veritas.com:/root>vxfenconfig -L
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I/0 Fencing Configuration Information:

Single-CP-Flag : 0

Server-Count : 3

Security-Flag : 0

FIPS-mode : 0

Host-Name : 10.209.84.163
Port : 443

UUID : {418fc89c-78ef-11e7-9e7b-cc07b571e8f4}
Host-Name : 10.209.84.164

Port : 443

UUID : {e706acaa-78ef-11e7-b956-56055249f9%bc }
Host-Name : 10.209.84.165

Port : 443

UUID : {£f2115974-78ef-11e7-878f-e2c2cd55d365}

swv280.vxindia.veritas.com:/root>

One of the use cases describes the configuration of the VMware disk agent. This agent enables vMotionand VMware Distributed
Resource Scheduler (DRS) in InfoScale Enterprise clusters that are configured and deployed onvirtual machinesin VMware

environments. For details, refertothe Veritas documentation at:

You can configure the VCS VMware Disk agent by using the VCS Application Configuration wizard as depicted in the following
screenshots. Afterthe InfoScale installation and configuration is complete and afterthe required application (for example, Oracle)

isconfigured on one of the cluster nodes, start the Application Configuration wizard by using the following URL:

https://<virtual machine IP or hostname>:5634/vcs/admin/application health.html

Follow the on-screen instructions. For details, referto the following Veritas documentation:
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The following screenshots depict how to configure of the VMware Disk agent andthe Oracle agent usingthe VCS Cluster

Configurationwizard:

%y test_vmdk_vcs Actions =

1 Applications: & 1 Online | i@ 0 Offline | 4 0 Partial | &% 0 Faulted

Application Dependency « Generic Application | Type: GenericApplication
Service Group: cvm

Systems

& ek e

swv138 swv194 swv204

&

Generic Application

ESJ test_vmdk_vecs Actions -

Add System to VCS Cluster
1 Applications: 1¢
ppicat @ Configure Application for High Availability

Unconfigure All Applications
Application Depende

Unconfigure VCS Cluster
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[ BON & 10.209.87.99

@ Configuration Summary VER ITnS.

Review the configuration summary and click Next to configure application monitoring.

Welcome * Application Selection * Application Inputs * Configuration Inputs * Virtual Network Details » Storage HA Inputs » Summary » Implementation * Finish

Cluster Name: Cluster ID:

lication Configuration Details

Application Name: Oracle
Oracle Instances:
o Database Name: vmwinsl
o Listeners: LISTENER

Failover Targets:
e swv138
*  swv194
o swv204
Service groups:
+ swv138_NIC_SG Rename  Description:This service group contains the NIC resources on system swv138.
* swv204_NIC_SG Rename  Description:This service group contains the NIC resources on system swv204.
e swv194_NIC_SG Rename  Description:This service group contains the NIC resources on system swv194.
e ORA_1Rename  Description:This service group contains resources that relate to the following Oracle instance(s): vmwins1.

Failover ESX hosts:
« dI380g9-97.vxindia.veritas.com
« dI380g9-98.vxindia.veritas.com
« dI380g9-99.vxindia.veritas.com

< Back | | Next > | | Cancel
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Afteryou successfully configure the product and the application, you can also check the status of the entire cluster. The following

snippet provides asample:

[root@swv138 ~]# hastatus -summ
—-— SYSTEM STATE

== Sysitem State Frozen

A swvl138 RUNNING 0

A swvl194 RUNNING 0

A  swv204 RUNNING 0

—-- GROUP STATE

—-— Group System Probed AutoDisabled State

B ORA 1 swv138 Y N OFFLINE
B ORA 1 swv194 Y N ONL INE
B ORA 1 swv204 Y N OFFLINE
B VCSInfrasG swv138 Y N ONL INE
B VCSInfrasG swv194 Y N ONLINE
B VCSInfraSsG swv204 Y N ONLINE
B cvm swv138 Y N OFFLINE
B cvm swv194 Y N OFFLINE
B cvm swv204 Y N OFFLINE
B swv138 NIC SG swvl138 Y N ONLINE
B swv194 NIC SG swv194 Y N ONLINE
B swv204 NIC SG  swv204 Y N ONLINE
[root@swv138 ~1#

If you use InfoScale Operations Manager for the configuration, the interface displays the host information—similar to the following

screenshot—afterthe full discovery of its managed hosts is complete:

& Veritas Info

™ Operations Man A Home | Q Search | Welcome[root] * | @ Help ~

Overview Faults

=[] Data Center x (9 Properties for swv138.vxi... »
7 Applications
. - Name « State Platform Architecture OS Version SF Version Cluster Name -« Value
4 [ Business Applications . "
@' Storage Clusters =) swdl380-2vm14.vxindia.v... Healthy Linux x86_64 3.10.0-957.e17.x86... - - Build Version  7.4.0.200-611
@5 Uncategorized Hosts 45) swd1380-2vmeé.vxindia.ver... At Risk Linux x86_64 3.10.0-1062.el7.x8... 7.4.1 clus_77 CVRMaster o
@ (G Smart Folders =) swdi380-2vm7.vxindia.ver... Healthy Linux x86_64 3.10.0-1062.el7.x8... 7.4.1 clus_77 Family Red Hat Ente...
Host Prefix =
=| swv138.vxindia.veritas.com  Healthy Linux x86_64 3.10.0-862.e17.x86... 7.4.1 test_vmdk_vcs 10.209.87.9
IP .. .87.9...
=] swvl94.vxindia.veritas.com  Healthy Linux x86_64 3.10.0-862.el7.x86... 7.4.1 test_vmdk_vcs .
Is Virtual Yes
2> El swv204.vxindia.veritas.com  Healthy Linux x86_64 3.10.0-862.e17.x86... 7.4.1 test_vmdk_vcs KMS Configu... No
§ =) swv279.vxindia.veritas.com  Healthy Linux x86_64 3.10.0-693.el7.x86... 7.4.1 test_cfs_ff MH Version 7.4.0.200
'§ =) swv280.vxindia.veritas.com  Healthy Linux x86_64 3.10.0-693.el7.x86... 7.4.1 test_cfs_ff 0OS Release v7.5 Red Hat
<
=| swv281l.vxindia.veritas.com  Healthy Linux x86_64 3.10.0-693.el7.x86 7.4.1 test_cfs_ff Site -
=) swv282.vxindia.veritas.com  Healthy Linux x86_64 2.6.32-696.€16.x86... 7.4.1 test_vmware_003 VCS Version 7.4.10.000
=| swv283.vxindia.veritas.com  Healthy Linux x86_64 2.6.32-696.e16.x86... 7.4.1 test_vmware_003
El swv284.vxindia.veritas.com  Healthy Linux x86_64 2.6.32-696.e16.x86... 7.4.1 test_vmware_003

Page 20



InfoScale Deployment onVirtual Machines in VMware vSphere ESXi Environments

You can use InfoScale Operations Managertomonitor the systemand to perform various operations for the application service

groups, like online, offline, and switch. InfoScale Operations Manager displays the clusterinformation as follows:

@ Veritas InfoScale™ Operations Manager 7.4

Manage 5 test vmdk_ves () Healthy  Linux  Running  VCS  7.4.10.000

A Home | Q Search @ Help ~

Welcome[root] ¥

= |14 Data Center

4% Virtual Business Services -
. x
=& Uncategorized Clusters

Name « swv138

Server

[ Overview T Service Group Status T Resources I Resource Types I Service Group Dependency T Registered Signatures _

swv194 swv204

H05 clus_77
05 test_cfs_ff ORA_1 o & o
=] w:f,aitest‘vmdk‘vcs VCSInfraSG & & &%
'@ Service Groups i & b &%
' Systems. =
2 45 test_vmware_003 SvISENICSG & 2
S @[3ISmart Folders swv194_NIC_SG .
.l_'; swv204_NIC_SG &
2
Test cases

The following tests were run successfully to qualify a VMware Guest cluster with InfoScale Enterprise. These tests demonstrate that

InfoScale Enterprise runs seamlessly on VMware virtual machines and the assigned disks that are backed by the vSAN datastore.

Scenario

Remark

Installing and configuring InfoScale Enterprise (SFCFSHA) 7.4.1

Update 1 0n a3-node Guest cluster.

Install and configure InfoScale Enterprise using the CPI.

Exporting vDisks usingMWF to all the three guestsin the

Sharing mode.

Establish iSCSI connectionsusingthe 1 scsiadm command

optionsto assign vDisks.

Configuring disk-based non-SCSI3-PR server-basedfencingfor

node arbitration.

Configure disk-based SCSI3 fencingusing the CPI.

Configuring the VCS VMwareDisk agent to configure HA for
the VMDK disks that are assigned to a single virtual machine in

the InfoScale cluster.

Configure the VCS VMwareDisk agent using the VCS
Application Configuration wizard alongwith the Application

agent (forexample, Oracle).

Installing and configuring the Oracle database onthe CFS

mounts and the VxFS mounts.

Totest application-based HA, use the Oracle aatabase for

qualification testing.

Configure the VCS agent for Oracle in the fast failover mode.

To reduce the duration for failover and failback, configure the

VCS Oracle agent in the recommended mode.

Test the failoverand failback of VCS Oracle agent.

Test the failover and failback of Oracle service whilethe

Database workload is running.
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Test network split-brain. Simulate the VCS cluster failure by disabling the LLT (cluster
interconnects)and verify that the Database service fails over

to an available node.

Test virtual machine live migration. Test the live migration of a virtual machine thatis part of the

InfoScale cluster without affecting the clusterfailure.

Test ESXi hypervisor node failure. Configure VMware—HA and test the hypervisor node failure
hosting virtual machine where the application isonline. Ensure
that VMware—-HA starts the failed virtual machine on another
hypervisor host, the VMDK disks are available, and the virtual

machine joinsthe VCS cluster.

References
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