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1 All DLO server components deployed on cloud platform 

and DLO agents on premises in the corporate network. 

Benefit - No restriction on storage size, backup storage can be increased as and when required since 

storage location is in cloud.   

Supported on following cloud service providers -  

 Amazon Web Services (AWS) 

 Microsoft Azure 

DLO server components include DLO Administration server, DLO Dedupe Server, DLO Maintenance 
Server, DLO Database (DLO and Dedupe Databases), DLO IO Server, DLO Edge Server and DLO Storage 
 

1.1  On Amazon Web Services (AWS) 

Deploy all DLO Server components on AWS EC2 machine. All DLO Server components can reside 

on same EC2 machine or can be distributed in different EC2 machine residing in same cloud 

virtual private network (VPN).   

Configure, DLO Storage on a EC2 machine as a SMB share (File Share). Deploy the DLO Agents on 

the on-premises local corporate network. 

Note: Organizations can leverage on how the DLO Agents can communicate to 

the DLO server components residing on cloud. Based on the available network 

connectivity, this can be achieved either through a Virtual Private Network (in 

case of LAN connectivity) or through BOI (Backup over Internet). 

The BOI setup and configuration remains same for on-premises and above deployment. To refer 

the BOI configuration steps and details, refer following URL BOI Setup and Configuration Details 

For the information related to the DLO Hardware requirements refer Hardware Requirements 

and for Software compatibility List (SCL) refer SCL. 

1.1.1  Pre-requisites for deployment  
 

 An AWS account. 

 It is recommend having good connectivity for seamless data transfers, to avoid perceived 

latency due to internet connectivity issues. Recommended bandwidth should be minimum 

of one MBPS. 

 

 

https://sort.veritas.com/DocPortal/pdf/DLO_96_BOI_Setup
https://www.veritas.com/content/support/en_US/doc/DLO_95_HCL
https://www.veritas.com/content/support/en_US/doc/DLO_96_Compat_Matrix
https://www.veritas.com/content/support/en_US/doc/DLO_96_Compat_Matrix
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1.1.2 Deployment Steps  
 

Below steps are followed for deploying all DLO Server components on AWS. Detailed steps are in 

the following sections. 

 Creating a site-to-site VPN connection. 

 Configure DLO Server on AWS. 

 Create DLO Storage Location (SL) and Dedupe Storage Location (DSL). 

 Install DLO Agent in on-premises desktop machine.  

 Test configured environment through DLO Backup and Restore. 

 

i. Creating a site-to-site VPN connection 

Create a site-to-site VPN connection by establishing Virtual Private Gateway, Transit 

gateway, Customer gateway device and Customer gateway. For more information on 

configuring the connections and gateways, refer Site-to-Site VPN Connection. It is 

required to have a secure site-to-site VPN connection between On-Premises network 

and cloud network for seamless data transfer. 

Once the connection between Cloud network and On-Premises network is established, 

download the configuration file from the AWS Portal and share it to the On-Premises 

device manager. It is required for enabling the created Virtual network for site-to-site 

connection. 

ii. Configure DLO Server on AWS 

AD DS can exist on either cloud network or On-Premises network. In addition, all DLO 

components can be installed on one cloud Virtual Machine or multiple Virtual Machines 

by distributing the DLO components over different servers on cloud. Create both the 

VM’s in same virtual network so that the shared resources will be accessible between 

these Virtual Machines. 

Port requirement:  Make sure On-premises device allows all the ports required for the 

VPN connection. In general, enabling of inbound and outbound TCP ports 135,139, 389, 

53, 3389 and 445 are required for seamless site-to-site connectivity. 

On EC2 instance install the DLO Server Components i.e. DLO Admin Console, DLO 

Maintenance server, DLO Database and Dedupe server, DLO Edge and IO Server on the 

Server. Configure the required settings of Storage Location (SL), Dedupe Storage 

Location (DSL), Automated User Assignment (AUA), and Profile from the DLO 

Administration Console. 

 

https://docs.aws.amazon.com/vpn/latest/s2svpn/how_it_works.html
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iii. Create DLO Storage Location (SL) and Dedupe Storage Location (DSL) 

 

a. On the DLO Administrator Console in the Settings Pane, right click Storage Locations 

and select New Storage Location. 

b. In the New Storage Location wizard, provide the Cloud Server hostname; provide 

the path of the SMB/CIFS share created using an extra disk as a Storage location, 

Storage Location Name, Assign Dedupe Storage Location option. 
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c. Create a DSL from the setting pane or create DSL while creating SL. In ‘New Storage 

Location’ window, opting automatic mode will create DSL in the same share as SL 

whereas selecting manual mode allows to assign required DSL from the existing list 

of drop down to this SL. 

d. Assign the required Edge and IO Server details and click OK to create a Storage 

Location 

 

iv. Install DLO Agents in on-premises desktop machine  

Add the desktop machine where DLO Agents will be installed to the network of the 

same Cloud domain. Install the DLO Agent accessing the Server share located on the 

Cloud.  

Assign the designated DLO Storage Locations for the User from DLO Console. 

v. Test configured environment through DLO Backup and Restore 

Launch the DLO Agent residing in on-premises desktop machine. Verify the backup of 

the files required, either by adding them to the Backup Selection or providing the path 

of the backup selection in the Profile of DLO Administrator console. 

Restore the backed up files from DLO Agent and verify the restoration of all the files 

along with their revisions. 
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1.2  On Microsoft Azure 

For this deployment, all DLO Server components are deployed on Virtual machine(s) residing on 

Microsoft Azure. The DLO storage is configured on a Microsoft Azure Virtual machine (File 

Server) as a SMB share (File Share). The DLO agents are deployed on the on-premises local 

corporate network.  

Organizations can leverage on how the DLO Agents can communicate to the DLO server 

components residing on cloud. Based on the available network connectivity, this can be 

achieved either through a Virtual Private Network (in case of LAN connectivity) or through BOI 

(Backup over Internet). 

The BOI setup and configuration remains same for on-premises and cloud deployment. To refer 

the BOI configuration steps and details, refer following URL BOI Setup and Configuration Details. 

 

For the information related to the DLO Hardware requirements refer Hardware Requirements 

and for Software compatibility List (SCL) refer SCL. 

 

1.2.1 Pre-requisites 

 An Azure account with active subscription. 

 For the generic purpose hardware and the compatible Virtual machine sizes for CPU to 

memory ratio which are ideal for testing and development, refer article Requirements 

 It is recommend having good connectivity for seamless data transfers, to avoid perceived 

latency due to internet connectivity issues. Recommended bandwidth should be minimum 

of one MBPS. 

 For details regarding to the Hardware requirements and compatible configuration of VPN 

devices refer VPN Device Requirements 

1.2.2 Steps for deploying all DLO Server components on Azure 
 

Below steps are followed for deploying all DLO Server components on Azure. All of below steps 

are detailed in the following sections. 

 

 Creating site-to-site VPN connection 

 Configuring Azure disk storage 

 Configuring DLO Server and DLO Agent 

 Creating DLO Storage Location 

 Creating a Dedupe Storage Location 

 

i. Creating site-to-site VPN connection 

Create a site-to-site VPN connection by establishing Virtual network, VPN gateway, local 

network gateway and VPN connection as detailed below. For more information on 

configuring the networks, refer Secure Site-to-Site VPN Connection . It is required to 

https://sort.veritas.com/DocPortal/pdf/DLO_95_BOI_Setup
https://www.veritas.com/content/support/en_US/doc/DLO_96_HCL
https://www.veritas.com/content/support/en_US/doc/DLO_96_Compat_Matrix
https://docs.microsoft.com/en-us/azure/virtual-machines/sizes-general
https://docs.microsoft.com/en-us/azure/vpn-gateway/vpn-gateway-about-vpn-devices
https://docs.microsoft.com/en-us/azure/vpn-gateway/tutorial-site-to-site-portal
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have a secure site-to-site VPN connection between On-Premises network and cloud 

network for seamless data transfer. 

a. Create a Virtual Network 

                    
b. Create a Virtual Network Gateway 
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c. Create a Local Network Gateway 

 

d. Create a Connection: 
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e. Enabling the VPN for site-to-site connection 

Once the connection between Cloud network and On-Premises network is established, 

download the configuration file from the Azure Portal and share it to the On-Premises 

device manager. It is required for enabling the created Virtual network for site-to-site 

connection. 

 

f. Creating Virtual Machines 

AD DS can exist either on cloud network or On-Premises network. And all DLO 

components can be installed on one cloud Virtual Machine or multiple Virtual Machines 

by distributing the DLO components over different servers on cloud. Create both the 

VM’s in same virtual network (created in the previous step) by maintaining them in the 

same resource group, same Availability Set and same region, so that the shared 

resources will be accessible between these Virtual Machines. 

 

g. Port requirement 

Make sure On-premises device allows all the ports required for the VPN connection. In 

general, enabling of inbound and outbound TCP ports 135,139, 389 and 445 are 

required for seamless site-to-site connectivity. For more information, refer Ports 

Requirement 

 

https://docs.microsoft.com/en-us/azure/active-directory/hybrid/reference-connect-ports
https://docs.microsoft.com/en-us/azure/active-directory/hybrid/reference-connect-ports
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ii. Configuring Azure disk storage 

Microsoft Azure cloud offers several types of scalable and with High-Availability storage. 

Azure offers two types of Storage Accounts, five types of storage, four levels of 

redundancy and three tiers for storing the data in cloud. 

DLO supports Azure managed data disk for creating SMB/CIFS share. The SMB/CIFS 

share of the volume will be created by adding the required number of disks to the Azure 

Server VM. DLO can use the above-created volume as a Storage location. 

Note: DLO Storage configured using Azure File Storage Services has some limitations as 

it does not support Active Directory based authentication and Access Control List (ACL). 

Hence DLO Storage configured using Azure File Storage Services is not supported. 

To add the Storage disk to Server, below steps should be followed. 

1. Go to Disks tab in Azure Server machine and click on “+Add data disk” to add an extra 

premium disk with required size for SMB/CIFS File share to use it for DLO Storage Location 

option. 
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2. Provide the required details and make sure that the disk created in the same resource group 

where server exists. 

 

3. Make sure the Read/write permissions exists to the disk for having seamless data transfer. 

 

To know more about the Azure storage types for when to use which types of storage 

and their services, refer Azure Storage types  

 For more information about creating a storage account suitable for configuration, refer Storage 

Account Creation 

 

 

 

https://docs.microsoft.com/en-us/azure/storage/common/storage-introduction
https://docs.microsoft.com/en-us/azure/storage/common/storage-account-create?tabs=azure-portal
https://docs.microsoft.com/en-us/azure/storage/common/storage-account-create?tabs=azure-portal
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iii. Configuring DLO Server and DLO Agent 

 

1. Both the Azure VM’s created in one virtual network should be added to the same 

cloud domain, ensuring that the private IP address of both the machines are in same 

subnet. 

2. Once the Server VM added to the Cloud domain, install the DLO Server Components 

i.e. DLO Admin Console, Maintenance server, Database and Dedupe server, Edge 

and IO Server on the Server. Configure the required settings of Storage Location 

(SL), Dedupe Storage Location (DSL), Automated User Assignment (AUA), and Profile 

from the DLO Administrator Console. 

3. Add the Agent machine residing on the On-Premises network to the same Cloud 

domain. Install the DLO Agent accessing the Server share located on the Cloud. 

Assign the designated DLO Storage Locations for the User. 

 

iv. Creating DLO Storage Location 

 

1. On the DLO Administrator Console in the Settings Pane, right click Storage Locations 

and select New Storage Location. 

2. In the New Storage Location wizard, provide the Cloud Server hostname; provide 

the path of the SMB/CIFS share created using an extra disk as a Storage location, 

Storage Location Name, Assign Dedupe Storage Location option. 
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3. Dedupe Storage Location can be assigned manually or automatically. Opting 

Automatic mode will create DSL in the same share as SL. Selecting Manual mode 

allows to assign required DSL from the existing list of drop down to this SL. 

4. Assign the required Edge and IO Server details and click OK to create a Storage 

Location 

 

v. Creating a Dedupe Storage Location 

 

1. On the DLO Administrator Console in the Settings Pane, right-click on the Dedupe 

Server and select Manage. 

2. In the Manage Dedupe Server wizard, click the Dedupe Storage Pool tab and click 

Add  

3. Now, click Dedupe Storage Location Tab, select the created Storage Location Pool, 

and click Add to add a Storage location to that Pool. 

4. In Dedupe Storage Location wizard, select “+” button to add a new share. 

5. In the Create New Share wizard, either browse and select the machine name or 

manually enter the Hostname/IP of the Cloud Server SMB share path. In the Path 

field, enter a DSL path to create and click Create. 

 
 

6. Provide relevant domain username and password and click ok to create a DSL. 
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vi.  Test the Configured environment through Backup and Restore 

 

Launch the DLO Agent residing in on-premises network. Verify the backup of the files 

required, either adding them to the Backup Selection or mentioning the path of the 

backup Selection in the Profile of DLO Administrator console. 

Restore the backed up files from DLO Agent and verify whether the restoration of all 

files along with their revisions is successfully. 

2 DLO Storage Component on AWS and DLO Server 

Component on-premises 

DLO Server components include the DLO Administration Server, DLO Dedupe Server, DLO 

Maintenance Server, DLO Database (DLO and Dedupe databases), DLO IO Server, DLO Edge 

Server and DLO Storage (DLO and Dedupe Storage) 

In this deployment, all DLO Server components and the DLO Agents resides in on-premises local 

corporate network and the DLO Storage that includes the Dedupe Storage configured on AWS 

cloud volume. 

Benefit: Cost affective as DLO Server stays in on-premises machine and only Storage location 

resides in cloud.   

You can choose to either run a) AWS Storage Gateway on-premises, as a virtual machine (VM) 

appliance, or b) In AWS, as an Amazon Elastic Compute Cloud (EC2) instance. Organizations 

where the Storage Gateway is deployed on premises, the communication is through AWS 

Storage Gateway, where as if the Storage Gateway is deployed on cloud, the communication is 

through VPN (in case of LAN connectivity) or through DLO BOI mode.  

2.1  AWS Storage Gateway running in on-premises machine:  
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2.1.1 Introduction 

The AWS Storage Gateway is a service connecting an on-premises software appliance 

with cloud-based storage to provide seamless and secure integration between an 

organization’s on-premises IT environment and AWS’s Storage infrastructure. The 

service enables you to securely-store data on AWS cloud for scalable and cost-effective 

storage. 

AWS Storage Gateway offers file-based file gateway, volume-based (Cached and 

Stored), and tape-based storage solutions. For more information related to AWS Storage 

Gateway, please refer AWS Storage Gateway  

2.1.2 Introduction to AWS Volume Storage Gateway 

A Storage volume gateway provides cloud-backed storage volumes that can be mount as 

Internet Small Computer System Interface (iSCSI) devices from the on-premises 

application servers. The software appliance, or gateway, is deployed into your on-

premises environment as a virtual machine (VM) running on VMware ESXi, Microsoft 

Hyper-V, or Linux Kernel-based Virtual Machine (KVM) hypervisor. 

This Volume gateway supports two types of volume configurations, Cache volume and 

Stored Volume. DLO supports both of the volume types for configuration of the storage 

volume in the AWS cloud.  

With cached volumes, you store volume data in AWS, with a small portion of recently 

accessed data in the cache on-premises. This approach enables low-latency access to 

your frequently accessed dataset. It also provides seamless access to your entire dataset 

stored in AWS. By using cached volumes, you can scale your storage resource without 

having to provision additional hardware. For the architecture and details for creating 

disks for cache storage and upload buffer, please refer Cached Volume Concepts 

With stored volumes, you store the entire set of volume data on-premises and store 

periodic point-in-time backups (snapshots) in AWS. In this model, your on-premises 

storage is primary, delivering low-latency access to your entire dataset. AWS storage is 

the backup that you can restore in the event of a disaster in your data center. For more 

details regarding stored volume, please refer Stored Volume Concepts 

2.1.3 Pre-Requisites:  

a. An AWS account. 

b. Before deploying and activating storage gateway, select the respective AWS region 

where the file, volume, snapshot data has to be stored. For more details regarding 

the supported AWS Regions for the service endpoints and for the use of hardware 

appliances, please refer AWS Region support. 

 

https://docs.aws.amazon.com/storagegateway/latest/userguide/WhatIsStorageGateway.html
https://docs.aws.amazon.com/storagegateway/latest/userguide/StorageGatewayConcepts.html#storage-gateway-cached-concepts
https://docs.aws.amazon.com/storagegateway/latest/userguide/StorageGatewayConcepts.html#storage-gateway-stored-volume-concepts
https://docs.aws.amazon.com/general/latest/gr/sg.html
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c. For hardware and required support of the host platform, please refer Requirements 

d. For using or managing the AWS Storage gateway hardware appliance, please refer 

Using Hardware Appliance  

 

2.1.4 Deployment of AWS Volume Storage Gateway: 

Deployment of on-premises AWS gateway volumes in VMWare ESXi Server. 

i) Steps for configuring AWS Volume gateway on VM: 

 

a. Choose a Gateway type. Once we create a volume gateway, we should be creat 

storage volume(s) in AWS cloud. This cloud storage volume will be accessed using its 

iSCSI targets.  

 
 

 

 

 

 

 

 

 

https://docs.aws.amazon.com/storagegateway/latest/userguide/Requirements.html
https://docs.aws.amazon.com/storagegateway/latest/userguide/hardware-appliance.html
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b. Choose a host platform and download the respective VM image from AWS console 

to deploy the downloaded gateway VM on the host hypervisor. For more 

information related to the supported host platform for downloading the Gateway 

VM, please refer Supported Hypervisor and host requirements   

 

 
 

c. Choose a service endpoint to have the required gateway access to AWS services. 

 

                                      

 

https://docs.aws.amazon.com/storagegateway/latest/userguide/Requirements.html#requirements-host
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d. Once gateway VM is deployed on to the host hypervisor, note down the IP address 

this will be used to activate the storage gateway from AWS console. 

 

                          

 
e. Activate the Gateway by providing the required details on the AWS console. 
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f. Once Gateway is activated, provision a cloud local disk in AWS Console. Provide 

respective disks for Cache and Upload buffer. For more information related to the 

recommended disks and their size please refer Disks and their recommended Sizes 

and Managing Local Disks 

 

                        

 
 

g. Continue Logging and configure the storage volume gateway. 

h. Once Gateway is established, create a volume from AWS console. Note down iSCSI 

target name. For more information regarding the creation of volume, please refer 

Creating a volume 

                                           

 
 

 

 

https://docs.aws.amazon.com/storagegateway/latest/userguide/resource-gateway-limits.html#disk-sizes
https://docs.aws.amazon.com/storagegateway/latest/userguide/ManagingLocalStorage-common.html
https://docs.aws.amazon.com/storagegateway/latest/userguide/GettingStartedCreateVolumes.html
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i. After creating a cloud volume, go to on-premises machine and install iSCSI initiator.  

Use local machine iSCSI initiator to connect to AWS storage volume created in 

previous step using iSCSI Target name. For more details refer Using the Volume 

 

 
j. For more information related to managing a gateway or volume (Cache and Stored), 

please refer Managing Volume Gateway 

k. Refer Monitor gateway to know more about how to monitor a gateway in a cached 

volumes or stored volumes setup, including monitoring the volumes associated with 

the gateway and monitoring the upload buffer. 

l. Refer troubleshooting your Gateway issues for issues that might encounter working 

with the gateway. 

 

ii) DLO Configuration 

There are two parts to be considered in the DLO configuration, as mentioned below. 

 

1. Create required DLO Storage Locations by providing the path of the local mounted 

AWS storage volumes (iSCSI initiator) 

2. Backing up and restoring the data to and from these volumes, through the DLO 

Agent. 

 

 

 

https://docs.aws.amazon.com/storagegateway/latest/userguide/GettingStarted-use-volumes.html
https://docs.aws.amazon.com/storagegateway/latest/userguide/managing-volumes.html
https://docs.aws.amazon.com/storagegateway/latest/userguide/monitoring-volume-gateway.html
https://docs.aws.amazon.com/storagegateway/latest/userguide/troubleshooting-gateway-issues.html
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iv)  Configuring DLO Server and DLO Agent 
 

1. Ensure AWS storage gateway appliance Server, DLO server and DLO client are in 

same network and domain. 

2. Install the DLO Server Components i.e. DLO Admin Console, Maintenance server, 

Database and Dedupe server, Edge and IO Server on the Server. Configure the 

required settings of Storage Location (SL), Dedupe Storage Location (DSL), 

Automated User Assignment (AUA), and Profile from the DLO Administration 

Console. 

3. Install the DLO Agent accessing the Server share. Assign the designated DLO Storage 

Locations for the User. 

 
v) Creating a Dedupe Storage Location  

 
1. On the DLO Administrator Console in the Settings Pane, right-click on the Dedupe 

Server and select Manage. 

2. In the Manage Dedupe Server wizard, click the Dedupe Storage Pool tab and click 

Add  

3. Now, click Dedupe Storage Location Tab, select the created Storage Location Pool, 

and click Add to add a Storage location (locally mounted drive through iSCSI target) 

to that Pool. 

4. In Dedupe Storage Location wizard, select “+” button to add a new share. 

5. In the Create New Share wizard, either browse and select the machine name or 

manually enter the Hostname/IP of the Cloud Server SMB share path. In the Path 

field, enter a DSL path to create and click Create. 
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vi) Creating DLO Storage Location 

 

1. On the DLO Administrator Console in the Settings Pane, right click Storage Locations 

and select New Storage Location. 

2. In the New Storage Location wizard, provide the Server hostname; provide the path 

of the SMB/CIFS share created using an extra disk as a Storage location (locally 

mounted drive through iSCSI target), Storage Location Name, Assign Dedupe 

Storage Location option. 

 

                                        

3. Dedupe Storage Location can be assigned manually or automatically. Opting 

Automatic mode will create DSL in the same share as SL. Selecting Manual mode 

allows to assign required DSL from the existing list of drop down to this SL. 

4. Assign the required Edge and IO Server details and click OK to create a Storage 

Location 
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vii) Testing the Configured environment through Backup and Restore 

 

1. Launch the DLO Agent. Verify file backup, either adding them to the Backup 

Selection or providing the path of the backup Selection in the Profile of DLO 

Administrator console. 

2. Ensure the backup of the data is getting stored in the AWS Storage volume.  

3. In the case of Cache volume, ensure the data backed up to the local cache volume is 

being uploaded to the cloud on regular basis based on size of storage gateway cache 

volume. Here upload of data from Storage Gateway happens synchronously. 

Monitor the progress of the uploaded data through the AWS CloudWatch. For more 

information about AWS CloudWatch, refer Amazon CloudWatch Metrics 

4. In case of Stored Volume, ensure the data is backed up to local mounted drive of 

on-premises machine and getting uploaded to the AWS. Here upload of data from 

Storage Gateway happens asynchronously. Monitor the progress of the uploaded 

data through the AWS CloudWatch 

5. Restore the backed up files to the Cloud Storage Volume from DLO Agent and verify 

file restoration with along their revisions.  

 

2.2  AWS Storage Gateway running on EC2 machine: 

   

 

Note: If EC2 machine is used to host AWS Storage Gateway then a secure VPN connection 

between iSCSI initiator (residing in on-premises machine) and EC2 machine is needed. 

https://docs.aws.amazon.com/storagegateway/latest/userguide/monitoring-volume-gateway.html#UsingCloudWatchConsole-common
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For more information related to creation, deployment and activation of gateway, refer 

Configuring Gateway and Types 

Steps for configuring and running Storage Gateway in EC2 machine remains the same as 

described in section 2.1.4. While selecting host platform, select ‘Amazon EC2’, rest all steps 

remains the same.  

 

https://docs.aws.amazon.com/storagegateway/latest/userguide/create-gateways.html

