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1 AIll DLO server components deployed on cloud platform
and DLO agents on premises in the corporate network.

Benefit - No restriction on storage size, backup storage can be increased as and when required since
storage location is in cloud.

Supported on following cloud service providers -

e Amazon Web Services (AWS)
e  Microsoft Azure

DLO server components include DLO Administration server, DLO Dedupe Server, DLO Maintenance
Server, DLO Database (DLO and Dedupe Databases), DLO |0 Server, DLO Edge Server and DLO Storage

1.1 On Amazon Web Services (AWS)

Deploy all DLO Server components on AWS EC2 machine. All DLO Server components can reside
on same EC2 machine or can be distributed in different EC2 machine residing in same cloud
virtual private network (VPN).

Configure, DLO Storage on a EC2 machine as a SMB share (File Share). Deploy the DLO Agents on
the on-premises local corporate network.

Note: Organizations can leverage on how the DLO Agents can communicate to
the DLO server components residing on cloud. Based on the available network
connectivity, this can be achieved either through a Virtual Private Network (in
case of LAN connectivity) or through BOI (Backup over Internet).

The BOI setup and configuration remains same for on-premises and above deployment. To refer
the BOI configuration steps and details, refer following URL BOI Setup and Configuration Details

For the information related to the DLO Hardware requirements refer Hardware Requirements
and for Software compatibility List (SCL) refer SCL.

1.1.1 Pre-requisites for deployment

e An AWS account.
e Itis recommend having good connectivity for seamless data transfers, to avoid perceived

latency due to internet connectivity issues. Recommended bandwidth should be minimum
of one MBPS.
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1.1.2 Deployment Steps

Below steps are followed for deploying all DLO Server components on AWS. Detailed steps are in
the following sections.

Creating a site-to-site VPN connection.

Configure DLO Server on AWS.

Create DLO Storage Location (SL) and Dedupe Storage Location (DSL).
Install DLO Agent in on-premises desktop machine.

Test configured environment through DLO Backup and Restore.

Creating a site-to-site VPN connection

Create a site-to-site VPN connection by establishing Virtual Private Gateway, Transit
gateway, Customer gateway device and Customer gateway. For more information on
configuring the connections and gateways, refer Site-to-Site VPN Connection. It is
required to have a secure site-to-site VPN connection between On-Premises network
and cloud network for seamless data transfer.

Once the connection between Cloud network and On-Premises network is established,
download the configuration file from the AWS Portal and share it to the On-Premises
device manager. It is required for enabling the created Virtual network for site-to-site
connection.

Configure DLO Server on AWS

AD DS can exist on either cloud network or On-Premises network. In addition, all DLO
components can be installed on one cloud Virtual Machine or multiple Virtual Machines
by distributing the DLO components over different servers on cloud. Create both the
VM'’s in same virtual network so that the shared resources will be accessible between
these Virtual Machines.

Port requirement: Make sure On-premises device allows all the ports required for the
VPN connection. In general, enabling of inbound and outbound TCP ports 135,139, 389,
53, 3389 and 445 are required for seamless site-to-site connectivity.

On EC2 instance install the DLO Server Components i.e. DLO Admin Console, DLO
Maintenance server, DLO Database and Dedupe server, DLO Edge and IO Server on the
Server. Configure the required settings of Storage Location (SL), Dedupe Storage
Location (DSL), Automated User Assignment (AUA), and Profile from the DLO
Administration Console.
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iii.  Create DLO Storage Location (SL) and Dedupe Storage Location (DSL)

a. Onthe DLO Administrator Console in the Settings Pane, right click Storage Locations

and select New Storage Location.

b. Inthe New Storage Location wizard, provide the Cloud Server hostname; provide
the path of the SMB/CIFS share created using an extra disk as a Storage location,
Storage Location Name, Assign Dedupe Storage Location option.




New Storage Location -

Storage Location
Computer name:

|1 0.3XX Browse...
Path
|E!\5|-l Browse...

Storage location name:
sL

¥ Assign Dedupe Properties

Dedupe Server
|[NOT DEFINED] -]
Dedupe Storage Location
[NOT DEFINED] ]
= C Create...
Edge Server|0 Server
|[NOT DEFINED] =
Summary

Users assigned to this storage location will back up desktop data to user data
folders created in the following location and format:

|‘\\1 0.3XX0SLAZUSERDOMAIN%-%USERNAME

0K I Cancel Help

c. Create a DSL from the setting pane or create DSL while creating SL. In ‘New Storage
Location” window, opting automatic mode will create DSL in the same share as SL
whereas selecting manual mode allows to assign required DSL from the existing list
of drop down to this SL.

d. Assign the required Edge and 10 Server details and click OK to create a Storage
Location

Install DLO Agents in on-premises desktop machine

Add the desktop machine where DLO Agents will be installed to the network of the
same Cloud domain. Install the DLO Agent accessing the Server share located on the
Cloud.

Assign the designated DLO Storage Locations for the User from DLO Console.
Test configured environment through DLO Backup and Restore

Launch the DLO Agent residing in on-premises desktop machine. Verify the backup of
the files required, either by adding them to the Backup Selection or providing the path
of the backup selection in the Profile of DLO Administrator console.

Restore the backed up files from DLO Agent and verify the restoration of all the files
along with their revisions.




1.2 On Microsoft Azure

For this deployment, all DLO Server components are deployed on Virtual machine(s) residing on
Microsoft Azure. The DLO storage is configured on a Microsoft Azure Virtual machine (File
Server) as a SMB share (File Share). The DLO agents are deployed on the on-premises local
corporate network.

Organizations can leverage on how the DLO Agents can communicate to the DLO server
components residing on cloud. Based on the available network connectivity, this can be
achieved either through a Virtual Private Network (in case of LAN connectivity) or through BOI
(Backup over Internet).

The BOI setup and configuration remains same for on-premises and cloud deployment. To refer
the BOI configuration steps and details, refer following URL BOI Setup and Configuration Details.

For the information related to the DLO Hardware requirements refer Hardware Requirements
and for Software compatibility List (SCL) refer SCL.

1.2.1 Pre-requisites

e An Azure account with active subscription.

e For the generic purpose hardware and the compatible Virtual machine sizes for CPU to
memory ratio which are ideal for testing and development, refer article Requirements

e Itis recommend having good connectivity for seamless data transfers, to avoid perceived
latency due to internet connectivity issues. Recommended bandwidth should be minimum
of one MBPS.

e For details regarding to the Hardware requirements and compatible configuration of VPN
devices refer VPN Device Requirements

1.2.2 Steps for deploying all DLO Server components on Azure

Below steps are followed for deploying all DLO Server components on Azure. All of below steps
are detailed in the following sections.

e Creating site-to-site VPN connection

e Configuring Azure disk storage

e Configuring DLO Server and DLO Agent
e Creating DLO Storage Location

e Creating a Dedupe Storage Location

i. Creating site-to-site VPN connection

Create a site-to-site VPN connection by establishing Virtual network, VPN gateway, local
network gateway and VPN connection as detailed below. For more information on
configuring the networks, refer Secure Site-to-Site VPN Connection . It is required to
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have a secure site-to-site VPN connection between On-Premises network and cloud
network for seamless data transfer.

a. Create a Virtual Network

Home > Virtual networks >

Create virtual network
@ Vvalidation passed

Basics P Addresses  Security Tags  Review + create

Basics

Subscription

Resource group (new) VPN
Name VNat1_VeN
Regicn East US

IP addresses

Address space 10.3.00/16
Subnet default (10.3.0.0/24)
Tags

None

Security

BastionHost Disabled
DDoS protection plan Basic
Firewall Disabled

b. Create a Virtual Network Gateway

Home > Virtual network gateways >

Create virtual network gateway
o Validation passed

Basics Tags Review + create

Basics

Subscription

Resource group VPN

Name VnetGwi1
Region East Us

SKU VpnGw1
Virtual network VMNet1 VPN
Subnet GatewaySubnet (10.3.1.0/24)
Gateway type Vpn

VPN type RouteBased
Enable active-active mode Disabled
Configure BGP ASN Disabled
Public IP address VNetGW1_PIP

Tags

Bl




Create a Local Network Gateway

Home > New > Local network gateway >

Create local network gateway

Name *

| TestLocalnetGw \/|
1P address * (O

[[139217335 Bl

Address space (@

10.0.1.0/24 s

‘ Add additional address range s

[] configure BGP settings

Subscription *
\ v ]

Resource group * ()

[orotest ~ |
Create new
Location *
[ eastus v

Create a Connection:

® Add connection

VNet1GW

Name *

[ vNetitosite1 -]

Connection type @

[ site-to-site (1Psec) v
*Virtual network gateway @ 8
VNet1GW

*Local network gateway (@ >
Sitel

Shared key (PSK) * (0
| abc123 \/‘

I:I Use Azure Private |P Address ()
[] Enable BGP &

IKE Protocal

(O Kevi (@) IKEw2

Subscription &

Content Development v

Resource group (0
TestRG1 =]

Create new

Location @
East US ~
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e. Enabling the VPN for site-to-site connection

Once the connection between Cloud network and On-Premises network is established,
download the configuration file from the Azure Portal and share it to the On-Premises
device manager. It is required for enabling the created Virtual network for site-to-site
connection.

f. Creating Virtual Machines

AD DS can exist either on cloud network or On-Premises network. And all DLO
components can be installed on one cloud Virtual Machine or multiple Virtual Machines
by distributing the DLO components over different servers on cloud. Create both the
VM'’s in same virtual network (created in the previous step) by maintaining them in the
same resource group, same Availability Set and same region, so that the shared
resources will be accessible between these Virtual Machines.

g. Portrequirement

Make sure On-premises device allows all the ports required for the VPN connection. In
general, enabling of inbound and outbound TCP ports 135,139, 389 and 445 are
required for seamless site-to-site connectivity. For more information, refer Ports
Requirement

Azure Cloud Network On-Premises Network

il

Vnet: 10.3.0.0/16 Desktops and Laptops
On-Premises site: 10.50.0.0/24

DLO Components

DLO Secure Site-to-Site connection between Azure cloud and on-premises network

‘ VPN gateway Local network device

VNet] ' ' Public IP address . Public IP address
East US < )
10.1.0.0/16 “ IPsec IKE 525 VPN

Tunnel

VPN Gateway

Generic Azure VPN gateway cross-premises connectivity between customer premises and Azure
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ii.  Configuring Azure disk storage

Microsoft Azure cloud offers several types of scalable and with High-Availability storage.
Azure offers two types of Storage Accounts, five types of storage, four levels of
redundancy and three tiers for storing the data in cloud.

DLO supports Azure managed data disk for creating SMB/CIFS share. The SMB/CIFS
share of the volume will be created by adding the required number of disks to the Azure
Server VM. DLO can use the above-created volume as a Storage location.

Note: DLO Storage configured using Azure File Storage Services has some limitations as
it does not support Active Directory based authentication and Access Control List (ACL).
Hence DLO Storage configured using Azure File Storage Services is not supported.

To add the Storage disk to Server, below steps should be followed.

1. Go to Disks tab in Azure Server machine and click on “+Add data disk” to add an extra
premium disk with required size for SMB/CIFS File share to use it for DLO Storage Location

option.
<] | Disks =
E
t 7

“
- (i B
s

0 Ults
& Dia
Settings 95
ar Name Size Storage account type Encryption Host caching
L IS
9 s Data disk
& A None
-

12



2. Provide the required details and make sure that the disk created in the same resource group
where server exists.

Home > Virtual machines > | Disks >

Create a managed disk

Create a new disk to store applications and data on your VM. Disk pricing varies based on factors including disk size,
storage type, and number of transactions.

Disk name * (O
[ diskz -]

Resource group *

\ v]
Create new

Location

East US

lity zone @

Avai

Source type @

‘ None ~

Size® ©
8GiB
Premium S50
Ehange sizd
Encryption type *
‘ (Default) Encryption at-rest with a platform-managed key e

3. Make sure the Read/write permissions exists to the disk for having seamless data transfer.

Data disks
LU Name Size Stiorage account type Encrypian (1) ot cathing
] || dek2 v BGE Premnium S50 Not enabled [ Read/witte

To know more about the Azure storage types for when to use which types of storage
and their services, refer Azure Storage types

For more information about creating a storage account suitable for configuration, refer Storage
Account Creation

13
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iv.

Configuring DLO Server and DLO Agent

1.

Both the Azure VM’s created in one virtual network should be added to the same
cloud domain, ensuring that the private IP address of both the machines are in same
subnet.

Once the Server VM added to the Cloud domain, install the DLO Server Components
i.e. DLO Admin Console, Maintenance server, Database and Dedupe server, Edge
and 10 Server on the Server. Configure the required settings of Storage Location
(SL), Dedupe Storage Location (DSL), Automated User Assignment (AUA), and Profile
from the DLO Administrator Console.

Add the Agent machine residing on the On-Premises network to the same Cloud
domain. Install the DLO Agent accessing the Server share located on the Cloud.
Assign the designated DLO Storage Locations for the User.

Creating DLO Storage Location

1.

On the DLO Administrator Console in the Settings Pane, right click Storage Locations
and select New Storage Location.

In the New Storage Location wizard, provide the Cloud Server hostname; provide
the path of the SMB/CIFS share created using an extra disk as a Storage location,
Storage Location Name, Assign Dedupe Storage Location option.

New Storage Location -
Storage Location
Computer name:
[10.3%X Browse...
Path:
|E:\SLI Browse...

Storage location name:
sL

Iv Assign Dedupe Properties

Dedupe Server

[INOT DEFINED] ~]
Dedupe Storage Location
[INOT DEFINED] ]
= 8] Create...
Edge Serverl0 Server
|[NOT DEFINED] =l
Summary

Users assigned to this storage location will back up desktop data to user data
folders created in the following location and format:

4410.3XXASLAZUSERDOMAINZ-ZUSERNAME %

0K I Cancel Help
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3.

4.

Dedupe Storage Location can be assigned manually or automatically. Opting
Automatic mode will create DSL in the same share as SL. Selecting Manual mode
allows to assign required DSL from the existing list of drop down to this SL.
Assign the required Edge and 10 Server details and click OK to create a Storage
Location

Creating a Dedupe Storage Location

On the DLO Administrator Console in the Settings Pane, right-click on the Dedupe
Server and select Manage.

In the Manage Dedupe Server wizard, click the Dedupe Storage Pool tab and click
Add

Now, click Dedupe Storage Location Tab, select the created Storage Location Pool,
and click Add to add a Storage location to that Pool.

In Dedupe Storage Location wizard, select “+” button to add a new share.

In the Create New Share wizard, either browse and select the machine name or
manually enter the Hostname/IP of the Cloud Server SMB share path. In the Path
field, enter a DSL path to create and click Create.

System ] Dedupe Stor
MName

Description

Dedupe Storage Pog

i ] —
Dedupe Storage Loc Create Mew Share »
o — Machine Name Free Space

| 10.3.x.% Browse

Path [%‘

|E:"ID5|-| Browse

Create | Cancel |

£ >

Ex: DomainName \UserName

Add Password I |

Add Cancel

e | Help |
Maintenance time remairing: w MINUETS), £3 SECONais]

6. Provide relevant domain username and password and click ok to create a DSL.
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vi. Test the Configured environment through Backup and Restore

Launch the DLO Agent residing in on-premises network. Verify the backup of the files
required, either adding them to the Backup Selection or mentioning the path of the
backup Selection in the Profile of DLO Administrator console.

Restore the backed up files from DLO Agent and verify whether the restoration of all
files along with their revisions is successfully.

2 DLO Storage Component on AWS and DLO Server
Component on-premises

DLO Server components include the DLO Administration Server, DLO Dedupe Server, DLO
Maintenance Server, DLO Database (DLO and Dedupe databases), DLO 10 Server, DLO Edge
Server and DLO Storage (DLO and Dedupe Storage)

In this deployment, all DLO Server components and the DLO Agents resides in on-premises local
corporate network and the DLO Storage that includes the Dedupe Storage configured on AWS
cloud volume.

Benefit: Cost affective as DLO Server stays in on-premises machine and only Storage location
resides in cloud.

You can choose to either run a) AWS Storage Gateway on-premises, as a virtual machine (VM)
appliance, or b) In AWS, as an Amazon Elastic Compute Cloud (EC2) instance. Organizations
where the Storage Gateway is deployed on premises, the communication is through AWS
Storage Gateway, where as if the Storage Gateway is deployed on cloud, the communication is
through VPN (in case of LAN connectivity) or through DLO BOI mode.

2.1 AWS Storage Gateway running in on-premises machine:

On-premises data center

DLO Server Components 1

Storage Gateway Volume Storage
Initiator/Application
Server

K Desktops and Laptops /

16



2.1.1

2.1.2

2.13

Introduction

The AWS Storage Gateway is a service connecting an on-premises software appliance
with cloud-based storage to provide seamless and secure integration between an
organization’s on-premises IT environment and AWS’s Storage infrastructure. The
service enables you to securely-store data on AWS cloud for scalable and cost-effective
storage.

AWS Storage Gateway offers file-based file gateway, volume-based (Cached and
Stored), and tape-based storage solutions. For more information related to AWS Storage
Gateway, please refer AWS Storage Gateway

Introduction to AWS Volume Storage Gateway

A Storage volume gateway provides cloud-backed storage volumes that can be mount as
Internet Small Computer System Interface (iSCSI) devices from the on-premises
application servers. The software appliance, or gateway, is deployed into your on-
premises environment as a virtual machine (VM) running on VMware ESXi, Microsoft
Hyper-V, or Linux Kernel-based Virtual Machine (KVM) hypervisor.

This Volume gateway supports two types of volume configurations, Cache volume and
Stored Volume. DLO supports both of the volume types for configuration of the storage
volume in the AWS cloud.

With cached volumes, you store volume data in AWS, with a small portion of recently
accessed data in the cache on-premises. This approach enables low-latency access to
your frequently accessed dataset. It also provides seamless access to your entire dataset
stored in AWS. By using cached volumes, you can scale your storage resource without
having to provision additional hardware. For the architecture and details for creating
disks for cache storage and upload buffer, please refer Cached Volume Concepts

With stored volumes, you store the entire set of volume data on-premises and store
periodic point-in-time backups (snapshots) in AWS. In this model, your on-premises
storage is primary, delivering low-latency access to your entire dataset. AWS storage is
the backup that you can restore in the event of a disaster in your data center. For more
details regarding stored volume, please refer Stored Volume Concepts

Pre-Requisites:

a. An AWS account.
Before deploying and activating storage gateway, select the respective AWS region
where the file, volume, snapshot data has to be stored. For more details regarding
the supported AWS Regions for the service endpoints and for the use of hardware
appliances, please refer AWS Region support.

17
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2.14

C.
d.

For hardware and required support of the host platform, please refer Requirements
For using or managing the AWS Storage gateway hardware appliance, please refer

Using Hardware Appliance

Deployment of AWS Volume Storage Gateway:

Deployment of on-premises AWS gateway volumes in VMWare ESXi Server.

i) Steps for configuring AWS Volume gateway on VM:

a.

Choose a Gateway type. Once we create a volume gateway, we should be creat
storage volume(s) in AWS cloud. This cloud storage volume will be accessed using its

iSCSI targets.

Storage Gateway Gateways Create
e Select gateway type e
Select gateway type
Step 2 Gateway type
Choose gateway type
Step3

Step 4

Step 5

Amazon 53 File Gateway
Store files as objects in Amazon 53, with a local cache for
low-latency access to your most recently used data

Step 6

Step 7 - optional

Volume gateway

Block storage in Amazon 3 with point-in-time backups
a5 Amazon EBS snapshots.

Step 8 Choose volume type
© Cached volumes

Low-latency access to your most recently used data

Stored volumes
On-premises data with scheduled offsite backups.

Amazon FSx File Gateway

Low-latency on-premises access to fully managed, highly
reliable, and virtually unlimited Windows file shares
provided by Amazon FSx for Windows File Server.

EFSX
Tape gateway

Back up your data to Amazon $3 and archive in Amazon
S3 Glacier using your existing tape-based processes

@

18
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b. Choose a host platform and download the respective VM image from AWS console
to deploy the downloaded gateway VM on the host hypervisor. For more
information related to the supported host platform for downloading the Gateway
VM, please refer Supported Hypervisor and host requirements

Storage Gateway » Gateways » Create

e Select host platform e
Step 2 Platform options

Select host platform

Choose host platform

S8 O VMuware ESXi

Select service endpoint ) Microsoft Hyper-V 2012R2/2016
() Linux KVM

=B O Amazon EC2

Connect to gateway -
) Hardware appliance

Step 5 Set up instructions for VMware ESXi

Activate gateway
[ Download image

1. Connect to your gateway host's hypervisor by using your VMware vSphere client.

Step 6
Configure local disks
2. Deploy the OVF template package that you downloaded.
3. Choose Next through the following three screens. You might be prompted to select a data store on which to store
Step 7 - optional the .ova package.
Configure logging 4. Allocate disks with Thick provisioned format.
5. Synchronize the time of your gateway VM to match your gateway host's time.
Step 8

Review and finish You must also ensure that the clock on your gateway host is synchronized with a Network Time Protocol (NTP) server.
leview a s

c. Choose a service endpoint to have the required gateway access to AWS services.

Storage Gateway » Gateways » Create

Select service endpoint

Step2 Service endpoint
Select host platform

Choose service endpoint

Step 3
Select service endpoint 0 Public ) FIPS () VPC
Publicly accessible endpoint. Publicly accessible endpoint that Accessible within your VPC only.
complies with Federal If you are deploying your file
Sten 4 Information Processing Standards gateway on-premises, you will
P (FIPS). also need to set up a proxy in
Connect to gateway EC2.
Step 5

19
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d. Once gateway VM is deployed on to the host hypervisor, note down the IP address

e.

this will be used to activate the storage gateway from AWS console.

AWS Storage Gateway - Configuration

EEBLR RS BERRE BEEEE B R BRSPS BRSPS B BRSNS B R R B R 1R
## Currently conmected network adapters:

i

#t  etho: I

sHgHgHEHREE R R R R R R B R R RRR Y

¢ HTTP/SOCKS Proxy Conf iguration
. Network Configuration
Test Network Connect
i System Resourc
ystem Time Managem
ic e Information
7: Command Prompt

(0 Errors)

). Stop AWS Storage Gateway

Press "'x

to exit session

Enter command: _

Activate the Gateway by providing the required details on the AWS console.

Activate gateway

ay T
Gateway type
Endpoint type
AWS Region Asia Pacific (Mumbai
Gateway time zone ST +5:30 Bombay, Calcutta, Madras, N -
Gateway name | DLO_Storedvol_Gi
Add tags
Ata air. For example, you could defing a tag with key = Name and value = Dat:
Key Value

20



3- .

Once Gateway is activated, provision a cloud local disk in AWS Console. Provide
respective disks for Cache and Upload buffer. For more information related to the
recommended disks and their size please refer Disks and their recommended Sizes
and Managing Local Disks

Create gateway

Select gateway type

@ Gateway is now active,
Select host platform

Select service endpoint Configure local disks
Connect to gateway Choose the local disks on your gateway VM to use for upload buffer
Learn mori |
Activate gateway
s e
| configure Iocal disks e
Disk ID Capacity Allocated to

{3 Preparing local disks

[ Configure logging

Continue Logging and configure the storage volume gateway.

Once Gateway is established, create a volume from AWS console. Note down iSCSI
target name. For more information regarding the creation of volume, please refer
Creating a volume

Croate volume Actions ~

Y5 y 10, type " "
Volume 1D - Ststus « Type a Used ~ Size » Gateway
vol-0020a0ecend2c714 Gateway offine  Cached . 50 GiB
voi-013c98501fa00a284 Avalable Cached 0% 0GB )
vol-0ba4f299e5a12190 1 Avalabie Cached | 3% 100 GiB )
®  vol-OeOeb 152299603004 Avalable Cached W 4% 20GiB N N )
voi-05186a257500166b6 Working stor..  Stored - LASRO8: 5508 '
Details  Tags

Status  Avallable
Used 14.895GiB
Size 20G8
Monitoring  Cloudwatch
Host IP
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i. After creating a cloud volume, go to on-premises machine and install iSCSI initiator.
Use local machine iSCSI initiator to connect to AWS storage volume created in
previous step using iSCSI Target name. For more details refer Using the Volume

Targets Discovery Favorite Targets Volumes and Devices RADIUS Configuration
Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Target: | Quick Connect...

Quick Connect X

Targets that are available for connection at the IP address or DNS name that you
provided are listed below. If multiple targets are available, you need to connect
to each target individually.

Connections made here will be added to the list of Favorite Targets and an attempt
to restore them will be made every time this computer restarts.

Discovered targets

Name Status

B — Connected
Progress report
| Login Succeeded.

j. For more information related to managing a gateway or volume (Cache and Stored),
please refer Managing Volume Gateway

k. Refer Monitor gateway to know more about how to monitor a gateway in a cached
volumes or stored volumes setup, including monitoring the volumes associated with
the gateway and monitoring the upload buffer.

I.  Refer troubleshooting your Gateway issues for issues that might encounter working
with the gateway.

ii) DLO Configuration

There are two parts to be considered in the DLO configuration, as mentioned below.

1. Create required DLO Storage Locations by providing the path of the local mounted
AWS storage volumes (iSCSI initiator)

2. Backing up and restoring the data to and from these volumes, through the DLO
Agent.
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iv) Configuring DLO Server and DLO Agent

v)

Ensure AWS storage gateway appliance Server, DLO server and DLO client are in
same network and domain.

Install the DLO Server Components i.e. DLO Admin Console, Maintenance server,
Database and Dedupe server, Edge and 10 Server on the Server. Configure the
required settings of Storage Location (SL), Dedupe Storage Location (DSL),
Automated User Assignment (AUA), and Profile from the DLO Administration
Console.

Install the DLO Agent accessing the Server share. Assign the designated DLO Storage
Locations for the User.

Creating a Dedupe Storage Location

On the DLO Administrator Console in the Settings Pane, right-click on the Dedupe
Server and select Manage.

In the Manage Dedupe Server wizard, click the Dedupe Storage Pool tab and click
Add

Now, click Dedupe Storage Location Tab, select the created Storage Location Pool,
and click Add to add a Storage location (locally mounted drive through iSCSI target)
to that Pool.

In Dedupe Storage Location wizard, select “+” button to add a new share.

In the Create New Share wizard, either browse and select the machine name or
manually enter the Hostname/IP of the Cloud Server SMB share path. In the Path
field, enter a DSL path to create and click Create.

System ] Dedupe Ston
Name

Dedupe Storage Pog Description
Default [ -
Bedie Slornge Locl Create New Share X
MName Machine Name Free Space
[ 10.3.0x Browse
Path [}}\
|E:\,DSL| Brotvse
Create | Cancel |
£ >
Ex: DomainMame\UserName
Add Password ‘
Add Cancel |
) Help
Maintenance time remaiming: o miNmETs), 25 Seconaisy
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vi) Creating DLO Storage Location

1. On the DLO Administrator Console in the Settings Pane, right click Storage Locations
and select New Storage Location.

2. Inthe New Storage Location wizard, provide the Server hostname; provide the path
of the SMB/CIFS share created using an extra disk as a Storage location (locally
mounted drive through iSCSI target), Storage Location Name, Assign Dedupe
Storage Location option.

New Storage Location -
Storage Location
Computer name:
[10.33% Browse...
Path:
|E:\SLI Browse. .

Storage location name:
G

IV A&ssign Dedupe Properties

Dedupe Server

[(NOT DEFINED] |
Dedupe Storage Location
[NOT DEFINED] -1
= 8] Create...
Edge Server|0 Server
|[NOT DEFINED] ]
Summary

Users assigned to this storage location will back up desktop data to user data
folders created in the following location and format:

WW10.3 X XASLAZUSERDOMAINZ-ZUSERNAME %

oK | Cancel Help

3. Dedupe Storage Location can be assigned manually or automatically. Opting
Automatic mode will create DSL in the same share as SL. Selecting Manual mode
allows to assign required DSL from the existing list of drop down to this SL.

4. Assign the required Edge and 10 Server details and click OK to create a Storage
Location
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vii) Testing the Configured environment through Backup and Restore

1. Launch the DLO Agent. Verify file backup, either adding them to the Backup
Selection or providing the path of the backup Selection in the Profile of DLO
Administrator console.

2. Ensure the backup of the data is getting stored in the AWS Storage volume.

3. Inthe case of Cache volume, ensure the data backed up to the local cache volume is
being uploaded to the cloud on regular basis based on size of storage gateway cache
volume. Here upload of data from Storage Gateway happens synchronously.
Monitor the progress of the uploaded data through the AWS CloudWatch. For more
information about AWS CloudWatch, refer Amazon CloudWatch Metrics

4. In case of Stored Volume, ensure the data is backed up to local mounted drive of
on-premises machine and getting uploaded to the AWS. Here upload of data from
Storage Gateway happens asynchronously. Monitor the progress of the uploaded
data through the AWS CloudWatch

5. Restore the backed up files to the Cloud Storage Volume from DLO Agent and verify
file restoration with along their revisions.

2.2 AWS Storage Gateway running on EC2 machine:

Om-premises data center

DLO Server Components

VPN Tunnel |I||

Gateway Initiator| Assiazon £C2
Gateway VM Volume Storage

@

K Desktop and Laptops /

Note: If EC2 machine is used to host AWS Storage Gateway then a secure VPN connection
between iSCSI initiator (residing in on-premises machine) and EC2 machine is needed.



https://docs.aws.amazon.com/storagegateway/latest/userguide/monitoring-volume-gateway.html#UsingCloudWatchConsole-common

For more information related to creation, deployment and activation of gateway, refer
Configuring Gateway and Types

Steps for configuring and running Storage Gateway in EC2 machine remains the same as
described in section 2.1.4. While selecting host platform, select ‘Amazon EC2’, rest all steps

remains the same.
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