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Introducing SFW HA for
EV

This chapter includes the following topics:

■ About clustering solutions with InfoScale products

■ About high availability

■ How a high availability solution works

■ How VCS monitors storage components

■ About replication

■ About disaster recovery

■ What you can do with a disaster recovery solution

■ Typical disaster recovery configuration

About clustering solutions with InfoScale
products

Veritas InfoScale products provide the following clustering solutions for high
availability and disaster recovery with Enterprise Vault:

■ High availability failover cluster in an active/passive configuration on the same
site

■ Wide area disaster recovery, with a separate cluster on a secondary site, with
replication support using Volume Replicator or hardware replication
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About high availability
The term high availability refers to a state where data and applications are highly
available because software or hardware is in place to maintain the continued
functioning in the event of computer failure. High availability can refer to any software
or hardware that provides fault tolerance, but generally the term has become
associated with clustering.

A cluster is a group of independent computers working together to ensure that
mission-critical applications and resources are as highly available as possible. The
group is managed as a single system, shares a common namespace, and is
specifically designed to tolerate component failures and to support the addition or
removal of components in a way that is transparent to users.

Local clustering provides high availability through database and application failover.
This solution provides local recovery in the event of application, operating system,
or hardware failure, and minimizes planned and unplanned application downtime.

The high availability solution includes procedures for configuring clustered
environments using InfoScale Enterprise. InfoScale Enterprise includes Storage
Foundation for Windows and Cluster Server.

Setting up the clustered environment is also the first step in creating a wide-area
disaster recovery solution using a secondary site.

How a high availability solution works
Keeping data and applications functioning 24 hours a day and seven days a week
is the desired norm for critical applications today. Clustered systems have several
advantages over standalone servers, including fault tolerance, high availability,
scalability, simplified management, and support for rolling upgrades.

Using InfoScale Enterprise as a local high availability solution paves the way for a
wide-area disaster recovery solution in the future.

A high availability solution is built on top of a backup strategy and provides the
following benefits:

■ Reduces planned and unplanned downtime.

■ Serves as a local and wide-area failover (rather than load-balancing) solution.
Enables failover between sites or between clusters.

■ Manages applications and provides an orderly way to bring processes online
and take them offline.
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■ Consolidates hardware in larger clusters. The HA environment accommodates
flexible fail over policies, active-active configurations, and shared standby
servers.

How VCS monitors storage components
VCS provides specific agents that monitor storage components and ensure that
the shared disks, disk groups, LUNs, volumes, and mounts are accessible on the
system where the application is running. Separate agents are available for shared
and non-shared storage and for third-party storage arrays such as NetApp filers.
Your storage configuration determines which agent should be used in the high
availability configuration.

For details on the various VCS storage agents, refer to the Cluster Server Bundled
Agents Reference Guide.

Shared storage—if you use NetApp filers
The VCS hardware replication agents for NetApp provide failover support and
recovery in environments that employ NetApp filers for storage and NetApp
SnapMirror for replication. The agents enable configuring NetApp filers over an
iSCSI or Fibre Channel (FC) connection in a VCS cluster environment.

The VCS agents for NetApp are as follows:

■ NetAppFiler

■ NetAppSnapDrive

■ NetAppSnapMirror

These agents monitor and manage the state of replicated filer devices and ensure
that only one system has safe and exclusive access to the configured devices at a
time. The agents can be used in local clusters, single VCS replicated data clusters,
and multi-cluster environments that are set up using the VCSGlobal Cluster Option
(GCO).

In a typical configuration, the agents are installed on each system in the cluster.
The systems are connected to the NetApp filers through a dedicated (private)
storage network. VCS cluster systems are physically attached to the NetApp filer
via an ethernet cable supporting iSCSI or FC as the transport protocol.

9Introducing SFW HA for EV
How VCS monitors storage components



VCS also provides agents for other third-party hardware arrays. For details on the
supported arrays, refer to the product Software Compatibility List (SCL).

Shared storage—if you use SFW to manage cluster dynamic disk
groups

The VCS MountV and VMDg agents are used to monitor shared storage that is
managed using Storage Foundation (SFW). SFW manages storage by creating
disk groups from physical disks. These disk groups are further divided into volumes
that are mounted on the cluster systems.

The MountV agent monitors volumes residing on disk groups. The VMDg agent
monitors cluster dynamic disk groups and is designed to work using SCSI
reservations. Together the MountV and VMDg agents ensure that the shared cluster
dynamic disk groups and volumes are available.

Shared storage—if you use Windows LDM to manage shared disks
The VCSMount and DiskReservation (DiskRes) agents are used to monitor shared
disks that are managed using Windows Logical Disk Management (LDM).

The Mount agent monitors basic disks and mount points and ensures that each
system is able to access the volume or mount path in the same way. The DiskRes
agent monitors shared disks and uses persistent reservation to ensure that only
one system has exclusive access to the disks. During failovers, these agents ensure
that the disks and volumes are deported and imported on the node where the
application is running.
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Non-shared storage—if you use SFW tomanage dynamic disk groups
VCS introduces the Volume Manager Non-Shared Diskgroup (VMNSDg) agent to
support local non-shared storage configurations that are managed using SFW. The
VMNSDg agent works without SCSI reservations and is designed for locally attached
storage devices that do not support SCSI.

The VMNSDg agent monitors and manages the import and deport of dynamic disk
groups created on local storage. The only difference between the VMDg agent and
the VMNSDg agent is that the VMDg agent is designed for shared cluster dynamic
disk groups and uses SCSI reservations, whereas the VMNSDg agent supports
only non-shared local dynamic disk groups and works without SCSI reservations.

The VMNSDg agent can be used to set up single node Replicated Data Clusters
(RDC) or Disaster Recovery (DR) configurations with replication set up between
the sites.

During a failover, the VCSMountV and VMNSDg agents deport the locally attached
storage from the affected node and then import the locally attached storage of the
target node. Replication ensures that the data is consistent and the application is
up and running successfully.

Note: The VMNSDg agent does not support fast failover and Intelligent Monitoring
Framework (IMF).

Non-shared storage—if you use Windows LDM to manage local
disks

VCS introduces the NativeDisks agent to support local non-shared storage
configurations managed usingWindows LDM. The NativeDisks agent works without
SCSI reservations and is designed for local storage that does not support SCSI.

Together with the Mount agent, the NativeDisks agent monitors and manages the
import and deport of basic local disks on the system. The only difference between
the DiskRes agent and the NativeDisks agent is that the DiskRes agent is designed
for shared disks and uses SCSI reservations, whereas the NativeDisks agent
supports only non-shared local disks and works without SCSI reservations.

Note: The NativeDisks agent does not support fast failover and Intelligent Monitoring
Framework (IMF).
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Non-shared storage—if you use VMware storage
VCS introduces the VMwareDisks agent to support storage configurations in a
VMware virtual environment. The agent is platform independent and supports
VMware Virtual Machine Disk (VMDK), Raw Device Mapping (RDM) disk files
(virtual), and storage that is configured using Network File System (NFS). The
VMwareDisks agent works without SCSI reservations and supports locally attached
non-shared storage.

VMware features such as snapshots, vMotion, and DRS do not work when SCSI
disks are shared between virtual machines. The VMwareDisks agent is designed
to address this limitation. With this agent, the disks can now be attached to a single
virtual machine at a time in the VCS cluster. On failover, along with the service
group, the VMwareDisks agent moves the disks to the target virtual machine.

The VMwareDisks agent communicates with the host ESXi server to configure
storage. This agent manages the disk attach and detach operations on a virtual
machine in the VCS cluster. The agent is VMware HA aware. During failovers, the
agent detaches the disk from one system and then attaches it to the system where
the application is actively running. The VMwareDisks agent presents the virtual
disks to the operating system. OnWindows, the agent relies on the VMNSDg agent
(in case of SFW-managed local storage) and the NativeDisks agent (in case of
LDM-managed local storage) for initializing and managing the virtual disks. On
Linux, the agent relies on the LVM and VxVM agents.

Note: The VMwareDisks agent does not support fast failover and Intelligent
Monitoring Framework (IMF).

About replication
The term replication refers to the use of a tool or service to automate the process
of maintaining a consistent copy of data from a designated source (primary site)
on one or more remote locations (secondary sites).

In the event that the primary site data center is destroyed, the application data is
readily available at the remote site, and the application can be restarted at the
remote site.

InfoScale Enterprise provides Volume Replicator for use in replication. Volume
Replicator can be used for replication in either a replicated data cluster (RDC) or
a wide area disaster recovery solution.

For more information on Volume Replicator refer to the Volume Replicator
Administrator’s Guide.
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About disaster recovery
Wide area disaster recovery (DR) provides the ultimate protection for data and
applications in the event of a disaster. If a disaster affects a local or metropolitan
area, data and critical services are failed over to a site hundreds or thousands of
miles away. InfoScale Enterprise provides the capability for implementing disaster
recovery.

A disaster recovery (DR) solution is a series of procedures which you can use to
safely and efficiently restore application user data and services in the event of a
catastrophic failure. A typical DR solution requires that you have a source or primary
site and a destination or secondary site. The user application data on the primary
site is replicated to the secondary site. The cluster on the primary site provides data
and services during normal operations. In the event of a disaster at the primary site
and failure of the cluster, the secondary site provides the data and services.

What you can dowith a disaster recovery solution
A DR solution is vital for businesses that rely on the availability of data.

A well-designed DR solution prepares a business for unexpected disasters and
provides the following benefits in a DR situation:

■ Minimizes economic loss due to the unavailability or loss of data.

■ Provides a plan for the safe and orderly recovery of data in the event of a
disaster.

■ Ensures safe and efficient recovery of data and services.

■ Minimizes any decision making during DR.

■ Reduces the reliance on key individuals.

Strategically planning a DR solution provides businesses with affordable ways to
meet their service level agreements, comply with government regulations, and
minimize their business risks.

Typical disaster recovery configuration
A disaster recovery (DR) configuration enables you to restore application data and
services in the event of a catastrophic failure. A typical DR solution requires primary
and secondary sites, and clusters within those sites. The cluster at the primary site
provides data and services during normal operation, and the cluster at the secondary
site provides data and services if the primary site fails.

The following figure illustrates a typical DR configuration.
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Figure 1-1 Typical DR configuration in a VCS cluster

The illustration displays an environment with a DR solution that is prepared for a
disaster. In this case, the primary site consists of two nodes, System1 and System2.
Similarly the secondary setup consists of two nodes, System3 and System4. Each
site has a clustered setup with the nodes set up appropriately for failover within the
site.

Data is replicated from the primary site to the secondary site. Replication between
the storage is set up using a replication software. If the application on System1
fails, the application comes online on node System2 and begins servicing requests.
From the user’s perspective there might be a small delay as the backup node comes
online, but the interruption in effective service is minimal.

When a failure occurs, such as an earthquake that destroys the data center in which
the primary site resides, the DR solution is activated. System3 at the secondary
site takes over, and the data that was replicated to the secondary site is used to
restore the application services to clients.
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Configuring high
availability for Enterprise
Vault with InfoScale
Enterprise

This chapter includes the following topics:

■ Reviewing the HA configuration

■ Reviewing the disaster recovery configuration

■ High availability (HA) configuration (New Server)

■ Following the HA workflow in the Solutions Configuration Center

■ Disaster recovery configuration

■ Notes and recommendations for cluster and application configuration

■ Configuring the storage hardware and network

■ Configuring cluster disk groups and volumes for Enterprise Vault

■ Configuring the cluster

■ Adding a node to an existing VCS cluster

■ Verifying your primary site configuration

■ Guidelines for installing InfoScale Enterprise and configuring the cluster on the
secondary site
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■ Setting up your replication environment

■ Setting up security for Volume Replicator

■ Assigning user privileges (secure clusters only)

■ Configuring disaster recovery with the DR wizard

■ Cloning the storage on the secondary site using the DR wizard (Volume
Replicator replication option)

■ Installing and configuring Enterprise Vault on the secondary site

■ Configuring Volume Replicator replication and global clustering

■ Configuring global clustering only

■ Setting service group dependencies for disaster recovery

■ Verifying the disaster recovery configuration

■ Establishing secure communication within the global cluster (optional)

■ Adding multiple DR sites (optional)

■ Recovery procedures for service group dependencies

Reviewing the HA configuration
Review the information for the configurations you have planned as follows:

See “Active-Passive configuration” on page 16.

Active-Passive configuration
In a typical example of a high availability cluster, you create a virtual Enterprise
Vault server in an Active-Passive configuration. The active node of the cluster hosts
the virtual server. The second node is a dedicated redundant server able to take
over and host the virtual server in the event of a failure on the active node.

The following figure illustrates a typical Active-Passive configuration.
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Figure 2-1 Active Passive configuration

Enterprise Vault Server is installed on both Node1 and Node2 and configured as
a virtual server with a virtual IP address. Shared volumes are configured on shared
storage for the following:

■ MSMQ data

■ Registry replication data

■ Various EV services data (Indexing service, Shopping service, Vault store
partitions, PST holding folders, etc.)

Veritas recommends as a best practice to configure SQL Server for high availability
before configuring Enterprise Vault. You will specify the SQL virtual server name
during EV configuration.

Configuring SQL Server for high availability is covered in the SQL Server solutions
guides.

Sample Active-Passive configuration
A sample setup is used to illustrate the installation and configuration tasks for an
Active-Passive configuration.

The following table describes the objects created and used during the installation
and configuration using sample names.
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Table 2-1 Active-Passive configuration objects

DescriptionObject Name

serversSYSTEM1 & SYSTEM2

cluster disk groupEVDG

volume for MSMQ dataEV_MSMQ_DATA

volume for MSMQ logEV_MSMQ_LOG

additional volume(s) for storing EV data, as
appropriate for your needs

EV_DATASTORE1

volume that contains the list of registry keys
that must be replicated among cluster
systems for the EV Server

MSMQ_REGREP_VOL

EV cluster (if the cluster is not already created
for SQL Server)

CLUS1

EV virtual serverEV-VS

EV service groupEV_SG

IP addresses for sample Active-Passive configuration
In addition to preparing the names you want to assign the Active-Passive
configuration objects, for an IPv4 network, you should obtain all required IP
addresses before beginning configuration. For an IPv6 network, IP addresses are
generated during configuration.

Each EV virtual server requires its own virtual IP address. In the sample configuration
there is one EV virtual server. Therefore you would need one virtual server IP
address. If you want to use the VCS notification service, you require a cluster IP
address. The cluster IP address is also used by the Global Cluster Option for disaster
recovery.

Reviewing the disaster recovery configuration
You may be preparing to configure both a primary site and a secondary site for
disaster recovery.

The following table illustrates a typical Active-Passive disaster recovery configuration.
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Figure 2-2 Typical DR configuration

In the example, the primary site consists of two nodes, Node1 and Node2. Similarly
the secondary setup consists of two nodes, Node3 and Node4. Each site has a
clustered setup with the nodes set up appropriately for failover within the site.

If the Enterprise Vault server on Node1 fails, Enterprise Vault comes online on node
Node2 and begins servicing requests. From the user’s perspective there might be
a small delay as the backup node comes online, but the interruption in effective
service is minimal. If there is a disaster at the primary site, Node3 at the secondary
site takes over.

The cluster on the primary site has a shared disk group that is used to create the
volumes required by Volume Replicator for setting up the Replicated VolumeGroup
(RVG). The application data is stored on the volumes that are under the control of
the RVG.

Sample disaster recovery configuration
The sample setup has four servers, two for the primary site and two for the
secondary site. The nodes will form two separate clusters, one at the primary site
and one at the secondary site.

The following table describes the objects created and used during the installation
and configuration.
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Table 2-2 Sample Disaster Recovery configuration objects

DescriptionObject Name

Primary site

first and second nodes of the primary siteSYSTEM1 & SYSTEM2

cluster disk groupEVDG

volume for MSMQ dataEV_MSMQ_DATA

volume for MSMQ logEV_MSMQ_LOG

additional volume(s) for storing EV data, as
appropriate for your needs

EV_DATASTORE1

volume that contains the list of registry keys
that must be replicated among cluster
systems for the EV Server

MSMQ_REGREP_VOL

EV cluster (if the cluster is not already created
for SQL Server)

CLUS1

EV virtual serverEV-VS

EV service groupEV_SG

Secondary site

First and second nodes of the secondary siteSYSTEM3 & SYSTEM4

All the other parameters are the same as on
the primary site.

DRComponents (VolumeReplicator only)

RDS NameEV_RDS

RVG NameEV_RVG

Replication service groupEV_RVG_SG

IP addresses for disaster recovery configuration
In addition to preparing the names you want to assign configuration objects, for an
IPv4 network, you should obtain all required IP addresses before beginning
configuration. For an IPv6 network, IP addresses are generated during configuration.

You specify the following addresses during the replication process:
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For a disaster recovery configuration, the
virtual IP address for the virtual server at the
primary and disaster recovery site can be the
same if both sites can exist on the same
network segment. Otherwise, you need to
allocate one IP address for the virtual server
at the primary site and a different IP address
for the virtual server at the disaster recovery
site.

virtual server IP address

You need one for the primary site cluster and
one for the secondary site cluster.

Cluster IP address

You need two IP addresses per application
instance, one for the primary site and one for
the secondary site.

Replication IP address

Supported disaster recovery configurations for service group
dependencies

Service group dependencies have special requirements and limitations for disaster
recovery configuration and for actions to be taken in a disaster recovery scenario.

Service group dependency configurations are described in detail in the VCS
documentation.

See the Cluster Server Administrator’s Guide.

For disaster recovery only certain dependent service group configurations are
supported:

■ Online local soft

■ Online local firm

■ Online local hard

If the service group has an unsupported type of dependency and you select it in
the DR wizard, you receive an error notification when you attempt to move to the
next wizard page.

In a hardware replication environment, the Disaster Recovery wizard supports one
level of dependency (one child). If you need to configure more levels, you will need
to add the service group and the dependency link manually on the secondary site
after you finish running the DR wizard.

In a Volume Replicator environment, the wizard cannot configure DR for a service
group that has a child and you will need to configure the secondary site manually.
For more information on configuring Volume Replicator, see the Volume Replicator
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Administrator’s Guide. For more information on configuring GCO, see the Cluster
Server Administrator's Guide.

High availability (HA) configuration (New Server)
The following table outlines the high-level objectives and the tasks to complete
each objective for an Active-Passive configuration.

Note: Veritas recommends as a best practice to configure SQL Server for high
availability before configuring Enterprise Vault for high availability. Configuring SQL
Server for high availability is covered in the SQL Server solutions guides.

Note: Solutions wizards cannot be used to perform Disaster Recovery, Fire Drill,
or Quick Recovery remotely on Windows Server Core systems.

The DR, FD, and QR wizards require that the .NET Framework is present on the
system where these operations are to be performed. As the .NET Framework is
not supported on the Windows Server Core systems, the wizards cannot be used
to perform DR, FD, or QR on these systems.

Refer to the following Microsoft knowledge database article for more details:

http://technet.microsoft.com/en-us/library/dd184075.aspx

Table 2-3 Enterprise Vault Server: Active-Passive configuration tasks

DescriptionAction

1 Understand active-passive configuration

2 Review the sample configuration

See “Reviewing the HA configuration” on page 16.

Review the HA configuration

1 Set up the storage hardware for a cluster environment

2 Verify the DNS entries for the systems on which
Enterprise Vault Server will be installed

Configure the storage
hardware and network

◆ Install InfoScale Enterprise on all the systems where
you want to configure EV for high availability. Refer to
Veritas InfoScale Installation and Upgrade Guide

Review pre-requisites and
install InfoScale Enterprise

See “Notes and recommendations for cluster and application
configuration” on page 31.

Review application-specific
requirements
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Table 2-3 Enterprise Vault Server: Active-Passive configuration tasks
(continued)

DescriptionAction

1 Create a dynamic cluster disk group using the Veritas
Enterprise Administrator (VEA)

2 Create dynamic volumes for the MSMQ data, registry
replication data, and EV services data

See “Configuring cluster disk groups and volumes for
Enterprise Vault” on page 36.

Configure disk groups and
volumes for Enterprise Vault
Server

If the cluster has not already been configured for SQL
Server:

1 Verify static IP addresses and name resolution
configured for each node

2 Run the VCS Cluster Configuration Wizard (VCW) to
configure cluster components and set up secure
communication for the cluster

See “Configuring the cluster” on page 44.

Configure VCS cluster

◆ Ensure that the appropriate amount of local storage
space is available on the node. This is required for
storing temporary files during Enterprise Vault
installation.

Refer to the Enterprise Vault documentation for installation
instructions

Install Enterprise Vault on the
cluster nodes

1 Ensure that you have met the prerequisites

2 Ensure that the disk group and volumes for the various
Enterprise Vault components are mounted on the first
node

3 Create a EV service group using the Enterprise Vault
Cluster Setup Wizard

4 Bring the EV service group online on the first node

See “Configuring the Enterprise Vault service group”
on page 87.

Create an Enterprise Vault
service group
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Table 2-3 Enterprise Vault Server: Active-Passive configuration tasks
(continued)

DescriptionAction

1 Ensure that you have installed the Fast Failover option
and met the prerequisites for storage

2 Use the Java Console to enable the FastFailover
attribute for VMDg resources

See “Enabling fast failover for disk groups (optional)”
on page 93.

Configure fast failover for disk
groups (optional)

1 Launch the Enterprise Vault Configuration Wizard on
the first node

2 Choose the option to create a new Enterprise Vault
server with cluster support

3 Complete running the wizard on the first node

See “Configuring Enterprise Vault Server in a cluster
environment” on page 94.

Refer to the Enterprise Vault documentation for more
information.

Configure Enterprise Vault for
the cluster environment on the
first node

1 Bring the EV service group online on the first node

2 Launch the Enterprise Vault Configuration Wizard on
the second node

3 Choose the option to add the node as a failover node
for an existing clustered server

4 Complete running the wizard on the second node

5 Repeat these steps for any additional nodes in the EV
cluster

See “Configuring Enterprise Vault Server in a cluster
environment” on page 94.

Refer to the Enterprise Vault documentation for more
information.

Configure Enterprise Vault for
the cluster environment on any
additional nodes

See “Setting up Enterprise Vault” on page 97.

Refer to the Enterprise Vault documentation for more
information.

Perform additional
configuration steps for
Enterprise Vault

Configure the appropriate service group dependencies.

See “Verifying the Enterprise Vault cluster configuration”
on page 96.

(Optional) Configure the
appropriate service group
dependencies
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Table 2-3 Enterprise Vault Server: Active-Passive configuration tasks
(continued)

DescriptionAction

Test failover between nodes.

See “Verifying the Enterprise Vault cluster configuration”
on page 96.

Verify the HA configuration

Following the HA workflow in the Solutions
Configuration Center

The Solutions Configuration Center helps you through the process of configuring
HA for Enterprise Vault.

The following figure shows the workflow under the High Availability (HA)
Configuration in the Solutions Configuration Center.

Figure 2-3 Configuration steps in the Solutions Configuration Center

See “Workflows in the Solutions Configuration Center” on page 86.

Disaster recovery configuration
For configuring disaster recovery, you first begin by configuring the primary site for
high availability. After setting up an high availability environment for Enterprise Vault
(EV) on a primary site, you can create a secondary or “failover” site for disaster
recovery.
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Note: Veritas recommends as a best practice to configure SQL Server for disaster
recovery before configuring Enterprise Vault for disaster recovery. Configuring SQL
Server for disaster recovery is covered in the SQL Server solutions guides.

The Disaster Recovery (DR) wizard helps you to configure the storage, Volume
Replicator, and the global cluster on the secondary site.

The DR wizard is available from the Solutions Configuration Center. Veritas
recommends using the Solutions Configuration Center as a guide for installing and
configuring disaster recovery.

See “About the Solutions Configuration Center” on page 81.

To follow the workflow in the Solutions Configuration Center, the disaster recovery
workflow has been split into two tables, one covering the steps for configuring high
availability at the primary site, and the other covering the steps for completing the
disaster recovery configuration at the secondary site.

DR configuration tasks: Primary site
The following table outlines the high-level tasks for configuring the primary site for
disaster recovery.

Table 2-4 Outlines the high-level tasks for configuring the primary site for
disaster recovery.

DescriptionAction

For all nodes in the cluster:

1 Set up the storage hardware for a cluster
environment

2 Verify the DNS entries for the systems on which EV
will be installed

See “Configuring the storage hardware and network”
on page 35.

Configure the storage hardware
and network

Review prerequisites and install InfoScale Enterprise on
all the systems where you want to configure high
availability for EV.

See Veritas InfoScale Installation and Upgrade Guide.

Review pre-requisites and install
InfoScale Enterprise

See “Notes and recommendations for cluster and
application configuration” on page 31.

Review application-specific
requirements
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Table 2-4 Outlines the high-level tasks for configuring the primary site for
disaster recovery. (continued)

DescriptionAction

If the cluster has not already been configured for SQL
Server:

1 Verify static IP addresses and name resolution
configured for each node

2 Configure cluster components using the Cluster
Server Configuration Wizard (VCW)

3 Set up secure communication for the cluster

See “Configuring the cluster” on page 44.

Configure the cluster

1 Create a dynamic cluster disk group using the Veritas
Enterprise Administrator (VEA)

2 Create dynamic volumes for theMSMQdata, registry
replication data, and EV services data

See “Configuring cluster disk groups and volumes for
Enterprise Vault” on page 36.

Configure cluster disk groups
and volumes for Enterprise Vault

◆ Ensure that the appropriate amount of local storage
space is available on the first cluster node. This is
required for storing temporary files during Enterprise
Vault installation.

Refer to the Enterprise Vault documentation for installation
instructions

Install Enterprise Vault on the
cluster nodes

◆ Ensure that you have met the prerequisites

1 Ensure that the disk group and volumes for the
various Enterprise Vault components are mounted
on the first node

2 Create a EV service group using the Enterprise Vault
Cluster Setup Wizard

3 Bring the EV service group online on the first node

See “Configuring the Enterprise Vault service group”
on page 87.

Create an Enterprise Vault
service group
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Table 2-4 Outlines the high-level tasks for configuring the primary site for
disaster recovery. (continued)

DescriptionAction

◆ Launch the Enterprise Vault Configuration Wizard
on the first node

◆ Choose the option to create a new Enterprise Vault
server with cluster support

◆ Complete running the wizard on the first node

See “Configuring Enterprise Vault Server in a cluster
environment” on page 94.

Refer to the Enterprise Vault documentation for more
information.

Configure Enterprise Vault for
the cluster environment on the
first node

◆ Bring the EV service group online on the first node

1 Launch the Enterprise Vault Configuration Wizard
on the second node

2 Choose the option to add the node as a failover node
for an existing clustered server

3 Complete running the wizard on the second node

4 Repeat these steps for any additional nodes in the
EV cluster

See “Configuring Enterprise Vault Server in a cluster
environment” on page 94.

Refer to the Enterprise Vault documentation for more
information.

Configure Enterprise Vault for
the cluster environment on any
additional nodes

See “Setting up Enterprise Vault” on page 97.

Refer to the Enterprise Vault documentation for more
information.

Perform additional configuration
steps for Enterprise Vault

Configure the appropriate service group dependencies

See “Verifying the Enterprise Vault cluster configuration”
on page 96.

(Optional) Configure the
appropriate service group
dependencies

Test failover between nodes on the primary site

See “Verifying the Enterprise Vault cluster configuration”
on page 96.

Verify the primary site
configuration
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DR configuration tasks: Secondary site
The following table outlines the high-level tasks for configuring the secondary site
for disaster recovery.

Table 2-5 Configuring the secondary site for disaster recovery

DescriptionAction

Caution: Ensure that the name you assign to the secondary
site cluster is different from the name assigned to the primary
site cluster.

Install InfoScale Enterprise
and configure the cluster on
the secondary site

Verify that Enterprise Vault has been configured for high
availability at the primary site and that the service group is
online

See “Verifying your primary site configuration” on page 49.

Verify that Enterprise Vault
has been configured for high
availability at the primary site

Ensure that you have completed setting up Volume Replicator
security before running the DR wizard

See “Setting up security for Volume Replicator” on page 51.

Set up security for Volume
Replicator

For a secure cluster only, assign user privileges

See “Assigning user privileges (secure clusters only)”
on page 53.

(Secure cluster only) Assign
user privileges

1 Review prerequisites for the DR wizard

2 Start the DR wizard and make the initial selections
required for each task: selecting a primary site system,
the service group, the secondary site system, and the
replication method

See “Configuring disaster recovery with the DR wizard”
on page 54.

Start running the DR wizard

Clone the storage configuration on the secondary site using
the DR wizard

See “Cloning the storage on the secondary site using the DR
wizard (Volume Replicator replication option)” on page 58.

Clone the storage
configuration (Volume
Replicator only)

◆ Ensure that the appropriate amount of local storage
space is available on the first cluster node. This is
required for storing temporary files during Enterprise
Vault installation.

Refer to the Enterprise Vault documentation for installation
instructions

Install Enterprise Vault on
the cluster nodes
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Table 2-5 Configuring the secondary site for disaster recovery (continued)

DescriptionAction

1 Ensure that you have met the prerequisites

2 Ensure that the disk group and volumes for the various
Enterprise Vault components are mounted on the first
node

3 Create a EV service group for the secondary site using
the same service group name, virtual server name, and
configuration as on the primary site

See “Installing and configuring Enterprise Vault on the
secondary site” on page 62.

Create an Enterprise Vault
service group

1 Launch the Enterprise Vault ConfigurationWizard on the
first node

2 Choose the option to create a new Enterprise Vault
server with cluster support

3 Complete running the wizard on the first node

See “Installing and configuring Enterprise Vault on the
secondary site” on page 62.

Refer to the Enterprise Vault documentation for more
information.

Configure Enterprise Vault
for the cluster environment
on the first node

1 Bring the EV service group online on the first node

2 Launch the Enterprise Vault ConfigurationWizard on the
second node

3 Choose the option to add the node as a failover node
for an existing clustered server

4 Complete running the wizard on the second node

5 Repeat these steps for any additional nodes in the EV
cluster

See “Installing and configuring Enterprise Vault on the
secondary site” on page 62.

Refer to the Enterprise Vault documentation for more
information.

Configure Enterprise Vault
for the cluster environment
on any additional nodes

See “Setting up Enterprise Vault” on page 97.

Refer to the Enterprise Vault documentation for more
information.

Perform additional
configuration steps for
Enterprise Vault
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